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DATA PROCESSING ENVIRONMENT EVENT
CORRELATION

This application is a continuation-in-part of U.S. patent
application Ser. No. 13/400,505, filed Feb. 20, 2012, which
claims the benefit of U.S. Provisional Patent Application No.
61/446,885, filed Feb. 25, 2011, both of which are incorpo-
rated by reference herein in entirety.

BACKGROUND

1. Field

The disclosure relates generally to data processing systems
and methods and more specifically to systems and methods
for using data processing resources provided as a service,
known as cloud computing, and to systems and methods for
processing a workload using such data processing resources
and for correlating monitored data from such data processing
resources to identify the occurrence of an event of interest.

2. Description of the Related Art

Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources that can be rapidly
provisioned and released with minimal management effort or
interaction with a provider of the service. For example, cloud
computing allows a consumer to obtain data processing
resources, such as networks, network bandwidth, servers,
processing, memory, storage, applications, virtual machines,
and services as a service on a temporary basis when needed.
Several vendors are currently offering various cloud services.
For example, such services include infrastructure as a service,
platform as a service, storage as a service, software as a
service, and business process as a service cloud services.
These services use vendor-specific service requests, access,
and consumption models.

A consumer of cloud computing services may have its own
data processing system resources. For example, the consumer
may be a business or other entity. The consumer may have
invested in its own data processing system resources. These
resources may include a computer network. The consumer’s
computer network provides a limited amount of processing
capability and data storage resources. The consumer’s com-
puter network also provides specific data processing applica-
tions. The consumer’s computer network may be located
on-premise and may be operated as a private cloud.

Atcertain times, the consumer may require data processing
resources beyond those available in its computer network. For
example, at certain times, the demand for data processing
resources may outstrip the capability of the consumer’s com-
puter network. At these times, the response time of the con-
sumer’s computer network for some applications may
increase to unacceptable levels. At other times, the consumer
may require data processing applications that are not avail-
able on the consumer’s own computer network. For example,
the consumer may require, at times, the use of data processing
applications that are not part of the consumer’s core compe-
tency.

Atthose times when the consumer requires data processing
resources beyond its own, the consumer may purchase such
resources as a service on a temporary basis from a provider of
cloud computing services. For example, the consumer may
obtain additional processing or storage resources or specific
application functionality as a service on a temporary basis
from the cloud computing provider’s data processing
resources. Different types of service offerings may provide
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parts of the solution used in processing the consumer’s work-
load. The provider’s available data processing resources is
known as a public cloud.

The consumer typically continues to operate its own com-
puter network while some data processing resources are
being obtained from a public cloud. Thus, data processing
resources from the public cloud typically are obtained in
order to supplement the data processing resources of the
consumer’s own private cloud at certain times of need. The
simultaneous and coordinated operation of data processing
resources from multiple clouds may be referred to as hybrid
cloud computing. For example, operation of the consumer’s
private cloud along with resources obtained from one or more
public clouds is a specific example of hybrid cloud comput-
ing.

SUMMARY

According to one illustrative embodiment, a method for
correlating events in data processing resources processing a
workload is provided. An event correlation service compris-
ing an event correlation service software framework is pro-
vided on a processor unit. The event correlation service is
configured, using the event correlation service software
framework, for correlating the events from monitored data for
the workload, wherein the workload is processed using the
data processing resources provided by a provider of the data
processing resources. Monitored data for the workload is
received by the event correlation service as the workload is
being processed. The monitored data is processed by the
event correlation service to identify an occurrence of an event
of interest for the workload as the workload is being pro-
cessed. An output is provided in response to identifying the
occurrence of the event of interest.

According to another illustrative embodiment, a computer
program product for correlating events in data processing
resources processing a workload is provided. The computer
program product comprises a computer readable storage
medium and program instructions stored on the computer
readable storage medium. The program instructions com-
prises first program instructions to provide an event correla-
tion service comprising an event correlation service software
framework, second program instructions to configure the
event correlation service, using the event correlation service
software framework, for correlating events from monitored
data for the workload, wherein the workload is processed
using data processing resources provided by a provider of the
data processing resources, third program instructions to
receive, by the event correlation service, the monitored data
for the workload as the workload is being processed, fourth
program instructions to process the monitored data, by the
event correlation service, to identify an occurrence of an
event of interest for the workload as the workload is being
processed, and fifth program instructions to provide an output
in response to identifying the occurrence of the event of
interest.

According to another illustrative embodiment, an appara-
tus is provided comprising a software framework, a software
plug-in loaded on the software framework, an instance of the
software plug-in loaded on the software framework, and a
processor unit. The software plug-in comprises first correla-
tion parameters used for correlating events in data processing
resources. The instance comprises the first correlation param-
eters inherited from the software plug-in and second correla-
tion parameters comprising workload specific parameters
used for correlating the events in processing a workload. The
processor unit is configured to receive monitored data for the
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workload as the workload is being processed by the data
processing resources, process the monitored data using the
instance to identify an occurrence of an event of interest from
the monitored data using the first correlation parameters and
the second correlation parameters, and provide an output
responsive to identifying the occurrence of the event of inter-
est.

According to another illustrative embodiment, another
method for correlating events in data processing resources
processing a workload is provided. A request to correlate
events in the data processing resources processing the work-
load is received by the processor unit. Responsive to receiving
the request, it is determined by the processor unit whether a
software plug-in is loaded on a framework. The software
plug-in comprises first correlation parameters used for corre-
lating the events in processing the workload. Responsive to a
determination that the software plug-in is not loaded on the
framework, an application programming interface of the
framework is used to load the software plug-in on the frame-
work. An instance of the software plug-in loaded on the
framework then is created. The instance comprises the first
correlation parameters inherited from the software plug-in
and second correlation parameters comprising workload spe-
cific parameters used for correlating the events in processing
the workload. Monitored data for the workload may be
received, using the framework, as the workload is being pro-
cessed. The monitored data may be processed using the
instance to identify an occurrence of an event of interest from
the monitored data using the first correlation parameters and
the second correlation parameters. An output may be pro-
vided responsive to identifying the occurrence of the event of
interest.

Further objects, features, and advantages will be apparent
from the following detailed description, and taking into con-
sideration the attached drawing figures.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

FIG. 1 is a schematic of an example of a cloud computing
node in accordance with an illustrative embodiment;

FIG. 2 is an illustration of a cloud computing environment
in accordance with an illustrative embodiment;

FIG. 3 is a set of functional abstraction layers in accor-
dance with an illustrative embodiment;

FIG. 4 is a block diagram of a data processing environment
employing hybrid cloud integration in accordance with an
illustrative embodiment;

FIG. 5is a block diagram of a data processing environment
for monitoring data processing resources in accordance with
an illustrative embodiment;

FIG. 6 is a block diagram of a data processing system in
accordance with an illustrative embodiment;

FIG. 7 is a block diagram of a hybrid cloud integrator in
accordance with an illustrative embodiment;

FIG. 8 is a block diagram of a cloud service broker plug-in
in accordance with an illustrative embodiment;

FIG. 9 is a block diagram of an event correlation service in
accordance with an illustrative embodiment;

FIG. 10 is a flowchart of a process for hybrid cloud moni-
toring in accordance with an illustrative embodiment;

FIG. 11 is a flowchart of a process for correlating events in
data processing resources processing a workload in accor-
dance with an illustrative embodiment;

FIGS. 12A-12B are flowcharts of a process for workload
overflow management in accordance with an illustrative
embodiment; and
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FIGS. 13A-13B are flowcharts of a process for workload
underflow management in accordance with an illustrative
embodiment.

DETAILED DESCRIPTION

It is understood in advance that although this disclosure
includes a detailed description on cloud computing, imple-
mentation of the teachings recited herein are not limited to a
cloud computing environment. Rather, the illustrative
embodiments are capable of being implemented in conjunc-
tion with any other type of computing environment now
known or later developed.

For convenience, the detailed description includes the fol-
lowing definitions which have been derived from the “Draft
NIST Working Definition of Cloud Computing” by Peter
Mell and Tim Grance, dated Oct. 7, 2009.

Cloud computing is a model of service delivery for
enabling convenient, on-demand network access to a shared
pool of configurable computing resources (e.g. networks,
network bandwidth, servers, processing, memory, storage,
applications, virtual machines, and services) that can be rap-
idly provisioned and released with minimal management
effort or interaction with a provider of the service. This cloud
model may include at least five characteristics, at least three
service models, and at least four deployment models.

Characteristics are as follows:

On-demand self-service: a cloud consumer can unilaterally
provision computing capabilities, such as server time and
network storage, as needed automatically without requiring
human interaction with the service’s provider.

Broad network access: capabilities are available over a
network and accessed through standard mechanisms that pro-
mote use by heterogeneous thin or thick client platforms (e.g.,
mobile phones, laptops, and PDAs).

Resource pooling: the provider’s computing resources are
pooled to serve multiple consumers using a multi-tenant
model with different physical and virtual resources dynami-
cally assigned and reassigned according to demand. There is
a sense of location independence in that the consumer gener-
ally has no control or knowledge over the exact location of the
provided resources but may be able to specify location at a
higher level of abstraction (e.g., country, state, or data center).

Rapid elasticity: capabilities can be rapidly and elastically
provisioned, in some cases automatically, to quickly scale
out, and rapidly released, to quickly scale in. To the consumer,
the capabilities available for provisioning often appear to be
unlimited and can be purchased in any quantity at any time.

Measured service: cloud systems automatically control
and optimize resource use by leveraging a metering capability
at some level of abstraction appropriate to the type of service
(e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and
reported providing transparency for both the provider and
consumer of the utilized service.

Service Models are as follows:

Software as a Service (SaaS): the capability provided to the
consumer is to use the provider’s applications running on a
cloud infrastructure. The applications are accessible from
various client devices through a thin client interface such as a
web browser (e.g., web-based e-mail). The consumer does
not manage or control the underlying cloud infrastructure
including network, servers, operating systems, storage, or
even individual application capabilities with the possible
exception of limited user-specific application configuration
settings.
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Platform as a Service (PaaS): the capability provided to the
consumer is to deploy onto the cloud infrastructure con-
sumer-created or consumer-acquired applications created
using programming languages and tools supported by the
provider. The consumer does not manage or control the
underlying cloud infrastructure including networks, servers,
operating systems, or storage but has control over the
deployed applications and possibly application hosting envi-
ronment configurations.

Infrastructure as a Service (laaS): the capability provided
to the consumer is to provision processing, storage, networks,
and other fundamental computing resources where the con-
sumer is able to deploy and run arbitrary software which can
include operating systems and applications. The consumer
does not manage or control the underlying cloud infrastruc-
ture but has control over operating systems, storage, deployed
applications, and possibly limited control of select network-
ing components (e.g., host firewalls).

Deployment Models are as follows:

Private cloud: the cloud infrastructure is operated solely for
an organization. It may be managed by the organization or a
third party and may exist on-premises or off-premises.

Community cloud: the cloud infrastructure is shared by
several organizations and supports a specific community that
has shared concerns (e.g., mission, security requirements,
policy, and compliance considerations). It may be managed
by the organizations or a third party and may exist on-pre-
mises or off-premises.

Public cloud: the cloud infrastructure is made available to
the general public or a large industry group and is owned by
an organization selling cloud services.

Hybrid cloud: the cloud infrastructure is a composition of
two or more clouds (private, community, or public) that
remain unique entities but are bound together by standardized
or proprietary technology that enables data and application
portability (e.g., cloud bursting for load-balancing between
clouds) and service interoperability.

A cloud computing environment is service oriented with a
focus on statelessness, low coupling, modularity, and seman-
tic interoperability. At the heart of cloud computing is an
infrastructure comprising a network of interconnected nodes.

Referring now to FIG. 1, a schematic of an example of a
cloud computing node is depicted in accordance with an
illustrative embodiment. Cloud computing node 110 is only
one example of a suitable cloud computing node and is not
intended to suggest any limitation as to the scope of use or
functionality of the illustrative embodiments described
herein. Regardless, cloud computing node 110 is capable of
being implemented and/or performing any of the functional-
ity set forth hereinabove.

Cloud computing node 110 comprises computer system/
server 112, which is operational with numerous other general
purpose or special purpose computing system environments
or configurations. Examples of well-known computing sys-
tems, environments, and/or configurations that may be suit-
able for use with computer system/server 112 include, but are
not limited to, personal computer systems, server computer
systems, thin clients, thick clients, hand-held or laptop
devices, multiprocessor systems, microprocessor-based sys-
tems, set top boxes, programmable consumer electronics,
network PCs, minicomputer systems, mainframe computer
systems, and distributed cloud computing environments that
include any of the above systems or devices and the like.

Computer system/server 112 may be described in the gen-
eral context of computer system executable instructions, such
as program modules being executed by a computer system.
Generally, program modules may include routines, programs,
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objects, components, logic, data structures, and so on that
perform particular tasks or implement particular abstract data
types. Computer system/server 112 may be practiced in dis-
tributed cloud computing environments where tasks are per-
formed by remote processing devices that are linked through
a communications network. In a distributed cloud computing
environment, program modules may be located in both local
and remote computer system storage media including
memory storage devices.

As shown in FIG. 1, computer system/server 112 in cloud
computing node 110 is shown in the form of a general purpose
computing device. The components of computer system/
server 112 may include, but are not limited to, one or more
processors or processor unit 116, system memory 128, and
bus 118 that couples various system components including
system memory 128 to processor unit 116.

Processor unit 116 executes instructions for software that
may be loaded into system memory 128. Processor unit 116
may be a number of processors, a multi-processor core, or
some other type of processor, depending on the particular
implementation. A number, as used herein with reference to
an item, means one or more items. Further, processorunit 116
may be implemented using a number of heterogeneous pro-
cessor systems in which a main processor is present with
secondary processors on a single chip. As another illustrative
example, processor unit 116 may be a symmetric multi-pro-
cessor system containing multiple processors of the same
type.

Bus 118 represents one or more of any of several types of
bus structures, including a memory bus or memory controller,
aperipheral bus, an accelerated graphics port, and a processor
orlocal bus using any of a variety of bus architectures. By way
of example, and not limitation, such architectures include
Industry Standard Architecture (ISA) bus, Micro Channel
Architecture (MCA) bus, Enhanced ISA (EISA) bus, Video
Electronics Standards Association (VESA) local bus, and
Peripheral Component Interconnects (PCI) bus.

Computer system/server 112 typically includes a variety of
computer system readable media. Such media may be any
available media that is accessible by computer system/server
112 and it includes both volatile media, non-volatile media,
removable media, and non-removable media.

System memory 128 can include computer system read-
able media in the form of volatile memory, such as random
access memory (RAM) 130 and/or cache memory 132. Com-
puter system/server 112 may further include other removable/
non-removable and volatile/non-volatile computer system
storage media. By way of example only, storage system 134
can be provided for reading from and writing to a non-remov-
able, non-volatile magnetic media (not shown and typically
called a “hard drive”). Although not shown, a magnetic disk
drive for reading from and writing to a removable, non-vola-
tile magnetic disk (e.g., a “floppy disk™) and an optical disk
drive for reading from or writing to a removable, non-volatile
optical disk such as a CD-ROM, DVD-ROM, or other optical
media can be provided. In such instances, each can be con-
nected to bus 118 by one or more data media interfaces. As
will be further depicted and described below, memory 128
may include at least one program product having a set (e.g., at
least one) of program modules that are configured to carry out
the functions of embodiments of the illustrative embodi-
ments.

Program/utility 140, having a set (at least one) of program
modules 142, may be stored in memory 128 by way of
example and not limitation, as well as an operating system,
one or more application programs, other program modules,
and program data. Each of the operating systems, one or more
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application programs, other program modules, and program
data or some combination thereof may include an implemen-
tation of a networking environment. Program modules 142
generally carry out the functions and/or methodologies of the
illustrative embodiments as described herein.

Computer system/server 112 may also communicate with
one or more external devices 114, such as a keyboard, a
pointing device, display 124, etc.; one or more devices that
enable a user to interact with computer system/server 112;
and/or any devices (e.g., network card, modem, etc.) that
enable computer system/server 112 to communicate with one
or more other computing devices. Such communication can
occur via I/O interfaces 122. Still yet, computer system/server
112 can communicate with one or more networks, such as a
local area network (LAN), a general wide area network
(WAN), and/or a public network (e.g., the Internet) via net-
work adapter 120. As depicted, network adapter 120 commu-
nicates with the other components of computer system/server
112 via bus 118. It should be understood that, although not
shown, other hardware and/or software components could be
used in conjunction with computer system/server 112.
Examples include, but are not limited to, microcode, device
drivers, redundant processing units, external disk drive
arrays, RAID systems, tape drives, and data archival storage
systems, etc.

Referring now to FIG. 2, an illustration of a cloud comput-
ing environment is depicted in accordance with an illustrative
embodiment. In this illustrative example, cloud computing
environment 250 comprises one or more cloud computing
nodes 210 with which local computing devices used by cloud
consumers may communicate. For example, cloud comput-
ing node 110 in FIG. 1 is one example of cloud computing
nodes 210. Local computing devices which may communi-
cate with cloud computing nodes 210 may include, for
example, personal digital assistant (PDA) or cellular tele-
phone 254 A, desktop computer 254B, laptop computer 254C,
and/or automobile computer system 254N. Cloud computing
nodes 210 may communicate with one another. They may be
grouped (not shown) physically or virtually, in one or more
networks, such as private, community, public, or hybrid
clouds as described hereinabove or a combination thereof.
This allows cloud computing environment 250 to offer infra-
structure, platforms, and/or software as services for which a
cloud consumer does not need to maintain resources on a
local computing device. It is understood that the types of
computing devices 254 A, 254B, 254C, and 254N shown in
FIG. 2 are intended to be illustrative only and that cloud
computing nodes 210 and cloud computing environment 250
can communicate with any type of computerized device over
any type of network and/or network addressable connection
(e.g., using a web browser). Program code located on one of
cloud computing nodes 210 may be stored on a computer
recordable storage medium in one of cloud computing nodes
210 and downloaded to a computing device within computing
devices 254A, 254B, 254C, and 254N over a network for use
in these computing devices. For example, a server computer
in cloud computing nodes 210 may store program code on a
computer readable storage medium on the server computer.
The server computer may download the program code to a
client computer in computing devices 254 A, 254B, 254C, and
254N for use on the client computer.

Referring now to FIG. 3, a set of functional abstraction
layers is depicted in accordance with an illustrative embodi-
ment. The set of functional abstraction layers may be pro-
vided by cloud computing environment 250 in FIG. 2. It
should be understood in advance that the components, layers,
and functions shown in FIG. 3 are intended to be illustrative
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only and illustrative embodiments are not limited thereto. As
depicted, the following layers and corresponding functions
are provided:

Hardware and software layer 360 includes hardware and
software components. Examples of hardware components
include mainframes, in one example IBM® zSeries® sys-
tems; RISC (Reduced Instruction Set Computer) architecture
based servers, in one example IBM® pSeries® systems;
IBM® xSeries® systems; IBM® BladeCenter® systems;
storage devices; and networks and networking components.
Examples of software components include network applica-
tion server software, in one example IBM® WebSphere®
application server software; and database software, in one
example IBM® DB2® database software. (IBM®, zSeries®,
pSeries®, xSeries®, BladeCenter®, WebSphere®, and
DB2® are trademarks of International Business Machines
Corporation registered in many jurisdictions worldwide.)

Virtualization layer 362 provides an abstraction layer from
which the following examples of virtual entities may be pro-
vided: virtual servers; virtual storage; virtual networks
including virtual private networks; virtual applications and
operating systems; and virtual clients.

In one example, management layer 364 may provide the
functions described below. Resource provisioning provides
dynamic procurement of computing resources and other
resources that are utilized to perform tasks within the cloud
computing environment. Metering and pricing provide usage
and cost tracking as resources are utilized within the cloud
computing environment and billing or invoicing for con-
sumption of these resources. In one example, these resources
may comprise application software licenses. Security pro-
vides identity verification for cloud consumers and tasks as
well as protection for data and other resources. User portal
provides access to the cloud computing environment for con-
sumers and system administrators. Service level management
provides cloud computing resource allocation and manage-
ment such that required service levels are met. Service Level
Agreement (SLA) planning and fulfillment provides pre-ar-
rangement for, and procurement of, cloud computing
resources for which a future requirement is anticipated in
accordance with an SLA.

Workloads layer 366 provides examples of functionality
for which the cloud computing environment may be utilized.
Examples of workloads and functions which may be provided
from this layer include: mapping and navigation; software
development and lifecycle management; virtual classroom
education delivery; data analytics processing; transaction
processing; and workload monitoring, management, and
security processing.

The different illustrative embodiments recognize and take
into account a number of different considerations. For
example, the different illustrative embodiments recognize
and take into account that many enterprises have an existing
investment in information technology resources. These enter-
prises want to use their existing infrastructure, software, and
management resources. At times, such enterprises also may
want to augment their own data processing resources selec-
tively with cloud based services. Thus, for economic and
functional reasons, there may be a need to use on-premise
enterprise infrastructure, platform, applications, or data, and
off-premise cloud service infrastructure, platform, applica-
tions, or data in an integrated manner.

The different illustrative embodiments recognize and take
into account that, in cases of cloud computing, server, net-
work, data, and applications used in processing the enterprise
workload may reside within an enterprise data center, may be
with partners of the enterprise, or may reside over the Internet
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in a public cloud. Thus, processing a workload using a com-
bination of on-premise enterprise resources and public cloud
resources involves using some of the on-premise infrastruc-
ture, platform, applications, or data as well as some off-
premise cloud based services and data. Cloud computing
solutions of this type may create integration, interoperability,
management and security challenges.

For example, the different illustrative embodiments recog-
nize and take into account that cloud computing consumers
desire to maintain a seamless interface across on-premise and
off-premise cloud boundaries. However, the governing poli-
cies for cloud operation and security related procedures
always need to be in place. These competing requirements
create the need for an integrated infrastructure and manage-
ment solution that can span across the consumer data center
and into one or more public cloud environments.

The different illustrative embodiments recognize and take
into account that easy access to public cloud services allows
such services to be consumed within an enterprise in a non-
centralized and unmanaged manner. De-centralizing and
moving data processing resources to off-site vendors
increases the complexity and time required to support them.
Typically, this complexity is only evident when the cloud
resources being consumed are reported to the enterprise infor-
mation technology department. Security and system gover-
nance lapses may result from this lack of management. Regu-
latory and business compliance may require policy based data
sharing across a hybrid cloud. However, current unmanaged
methods for accessing cloud service resources cannot guar-
antee such compliance. The different illustrative embodi-
ments also recognize and take into account the desirability of
controlling cloud vendor selection based on business condi-
tions and established policies.

The different illustrative embodiments recognize and take
into account that policy based workload management across
a hybrid cloud and automated support of cloud computing
services will reduce information technology costs. Such
hybrid cloud management and support will improve security
and compliance and thereby will increase enterprise adoption
of cloud technologies.

Various providers of cloud services use vendor specific
service request, access, and consumption models. The differ-
ent illustrative embodiments recognize and take into account
the desirability of a vender neutral and service specific inter-
face to all clouds that provide a desired cloud service.

The different illustrative embodiments recognize and take
into account that integrated monitoring of data processing
resources and workload processing across a hybrid cloud is
needed to establish automated policy based workload man-
agement. However, such integrated monitoring cannot be
achieved using existing solutions. Existing solutions for
monitoring data processing resources and workload process-
ing are not adapted for the dynamic nature of hybrid cloud
computing environments. In particular, such solutions are not
adapted for hybrid cloud environments formed of separate
dynamic networks of data processing resources that often
must be separated from each other by firewalls to provide
appropriate levels of security.

Therefore, the different illustrative embodiments recog-
nize and take into account the need for an integrated infra-
structure and monitoring solution that can span across a
hybrid cloud computing environment. In particular, the dif-
ferent illustrative embodiments recognize and take into
account the need for an integrated infrastructure and moni-
toring solution that can span across a customer data center
into one or more public cloud environments. The different
illustrative embodiments recognize and take into account that
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consumers of data processing resources desire to view the
state of'a workload running on a hybrid cloud using a single
integrated view. An integrated infrastructure and monitoring
solution in accordance with an illustrative embodiment
makes possible such an integrated view.

The different illustrative embodiments also recognize and
take into account that such an integrated infrastructure and
monitoring solution should be implemented and maintained
as efficiently as possible. For example, any required changes
to monitoring agents or to other parts of the monitoring infra-
structure should be minimized and confined to as few com-
ponents as possible. Currently available solutions for moni-
toring data processing resources and workload processing do
not provide such efficiency. Currently available solutions for
monitoring data processing resources and workload process-
ing are too cumbersome to set up and use, particularly in a
hybrid cloud computing environment.

In accordance with an illustrative embodiment, a hybrid
cloud integrator provides for integration of on-premise infra-
structure, platform, applications, and data with public cloud
based infrastructure, platform, services and data. A hybrid
cloud integrator, in accordance with an illustrative embodi-
ment, may be used to extend on-premise data center capabili-
ties by augmenting such capabilities with data processing
capabilities provided in a public cloud. For example, such
cloud based capabilities may include infrastructure as a ser-
vice or storage as a service capabilities. In accordance with an
illustrative embodiment, the desired solution for processing a
workload may be implemented in a hybrid cloud environment
that integrates multiple private cloud and public cloud based
services.

A hybrid cloud integrator, in accordance with an illustra-
tive embodiment, may be used to extend the reach of a con-
sumer’s on-premise data processing monitoring and manage-
ment functionality to monitor and manage the data processing
resource capabilities extended in a public cloud. In accor-
dance with an illustrative embodiment, a hybrid cloud com-
puting environment including both private cloud and public
cloud based services may be monitored and managed in a
more effective manner as a single logical cloud of resources.
Hybrid cloud integration, in accordance with an illustrative
embodiment, allows policy based integration of infrastruc-
ture, services, and data across the hybrid cloud. In accordance
with an illustrative embodiment, monitoring and manage-
ment of the integrated infrastructure and services can be
performed in a centralized manner. In this way, workload
specific actions can be taken consistently and in a vendor
neutral manner even if the components of the workload are
processed using multiple cloud based services.

In accordance with an illustrative embodiment, a hybrid
cloud integrator provides an integration platform for integrat-
ing workload monitoring and management across a hybrid
cloud. The hybrid cloud integrator, in accordance with an
illustrative embodiment, may comprise a hybrid cloud inte-
grator framework. Hybrid cloud integration components may
be plugged-in to the framework as needed in a systematic
manner.

For example, in accordance with an illustrative embodi-
ment, integration components that may be plugged-in to the
hybrid cloud integrator framework may include a cloud ser-
vice broker plug-in, a cloud monitoring plug-in, and a cloud
security services plug-in. Together, the plug-ins may be used
to provision and configure an on-premise or consumer side
monitoring gateway and an off-premise or provider cloud
side monitoring gateway. These gateways are employed to
provide for integrated workload monitoring across a hybrid
cloud.



US 9,128,773 B2

11

In accordance with an illustrative embodiment, a consumer
of data processing resources may use the integration compo-
nents provided in the hybrid cloud integrator to identify and
define hybrid cloud monitoring participants across the hybrid
cloud. Such participants may include both an on-premise
monitoring infrastructure and one or more off-premise cloud
based services that are to be monitored using the on-premise
monitoring infrastructure. The consumer of data processing
resources may specify parameters needed to enable integra-
tion for hybrid cloud monitoring. For example, such param-
eters may include port identifications, Internet Protocol or
other addresses, encryption methods used, and the like. Coor-
dination of actions among the integration component plug-ins
is automated so that implementation of the hybrid cloud
monitoring setup may be completed automatically. Thus,
illustrative embodiments provide for the efficient set up of an
integrated infrastructure and monitoring solution for hybrid
cloud monitoring.

In accordance with an illustrative embodiment, data pro-
cessing service instances in a cloud may be monitored using
monitoring agents. The monitoring agents may provide moni-
tored data to an on-premise monitoring infrastructure via the
hybrid cloud integration structure established using the
hybrid cloud integrator. In accordance with an illustrative
embodiment, as additional data processing service instances
are established in the cloud, or as data processing service
instances are terminated, monitoring of already established or
remaining instances may continue without requiring changes
in the monitoring agents for those instances or in the rest of
the monitoring infrastructure. Thus, illustrative embodiments
provide for the efficient maintenance and operation of an
integrated infrastructure and monitoring solution for hybrid
cloud monitoring.

The different illustrative embodiments recognize and take
into account that current cloud based services accessible over
the internet are provided by multiple vendors. Multiple ven-
dors may offer directly competing services. For example,
both IBM SBDTC and Amazon EC2 offer infrastructure as a
service cloud services. Different protocols and application
programming interfaces are required for interfacing with
these competing services. Currently, consumers of these ser-
vices have to develop and maintain vendor-specific code to
access the same service from different vendors. Consumers of
cloud computing services would prefer to maintain a single
vendor neutral and service specific interface to all clouds that
provide a desired service. Consumers also desire to control
vendor selection based on business considerations.

In accordance with an illustrative embodiment, a cloud
service broker, a cloud security service, and a cloud monitor-
ing service may be provided as plug-in components for a
hybrid cloud integrator. These three components may operate
together automatically to set up and provide monitoring of
data processing resources across a hybrid cloud.

The different illustrative embodiments recognize and take
into account that when a workload is processed in a hybrid
cloud environment, processing may be distributed across
multiple cloud domains. For example, workload processing
may be distributed across on-premise, off-premise, private
cloud, public cloud, and other domains in the hybrid cloud
environment. Furthermore, the composition of workload pro-
cessing across the multiple cloud domains may vary over
time. Nevertheless, it is desirable to be able to manage the
entire workload across the various hybrid cloud domains as a
whole for performance and other service level agreement
characteristics, regardless of where the components of the
workload are processed. However, correlation and aggrega-
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tion of data processing resource component characteristics
across the various domains of the hybrid cloud may be chal-
lenging.

The different illustrative embodiments also recognize and
take into account that key performance indicators may vary
from workload to workload. An event correlation service that
is able to adopt strategies to aggregate low level monitored
data and correlate events of interest is desirable.

The illustrative embodiments solve the problem of corre-
lating and aggregating workload characteristics using low
level monitored data and events collected from monitoring of
resources and services across a hybrid cloud. The illustrative
embodiments allow administrators to define workload spe-
cific events or situations of interest. Illustrative embodiments
also provide for automation of the process of aggregating and
filtering workload specific events of interest by monitoring
observable workload and resource characteristics, aggregat-
ing and building events, and then creating correlations among
the events so that events of interest may be identified and
appropriate actions taken. The illustrative embodiments may
use hybrid cloud monitoring capabilities for correlating
events across a hybrid cloud data processing environment. In
accordance with an illustrative embodiment, the occurrence
of specific events of interest may be observed in the hybrid
cloud environment. Observation of the occurrence of these
events may operate as a trigger mechanism. In response to
determining that an event of interest has occurred, notifica-
tions and other action items may be injected automatically
into proactive or reactive workload management systems.

The illustrative embodiments provide a method and appa-
ratus for a plug-in oriented modular and programmable event
correlation service.

Referring now to FIG. 4, a block diagram of a data pro-
cessing environment employing hybrid cloud integration is
depicted in accordance with an illustrative embodiment. Data
processing environment 400 includes consumer data process-
ing resources 402 and provider data processing resources
404. In some embodiments, provider data processing
resources 404 may be referred to as first data processing
resources, and consumer data processing resources 402 may
be referred to as second data processing resources or vice
versa.

Consumer data processing resources 402 may include data
processing resources that are owned or controlled exclusively
by consumer of data processing resources 405. For example,
consumer of data processing resources 405 may be a business
entity or other organization or enterprise that uses consumer
data processing resources 402 to process consumer processed
consumer workload 406.

Consumer data processing resources 402 may include any
combination of data processing systems and devices for pro-
cessing consumer processed consumer workload 406. For
example, consumer data processing resources 402 may
include any combination of data processing infrastructure,
networks, processors, data storage, databases, and applica-
tions.

Consumer data processing resources 402 may include or
may be referred to as private cloud 408. Consumer data pro-
cessing resources 402 may include data processing resources
that are located on-premise 410 or may be referred to as being
on-premise 410. On-premise 410 may mean that all of con-
sumer data processing resources 402 are co-located in a
single location that is owned or controlled by consumer of
data processing resources 405 that also owns or controls
consumer data processing resources 402. Alternatively, on-
premise 410 may mean that consumer data processing
resources 402 are under the control of consumer of data
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processing resources 405 for exclusive use by consumer of
data processing resources 405, even though some or all of
consumer data processing resources 402 are physically
located in a number of remote locations.

Provider data processing resources 404 are data processing
resources that are available to be shared by a number of
consumers of data processing resources, including consumer
of data processing resources 405. Provider data processing
resources 404 may include any combination of data process-
ing systems or devices. For example, provider data process-
ing resources 404 may include any combination of data pro-
cessing infrastructure, networks, processors, data storage, or
applications.

Provider data processing resources 404 may be provided as
services 414. For example, provider data processing
resources 404 may be provided as services 414 by public
cloud 412. Public cloud 412 makes provider data processing
resources 404 available to consumer of data processing
resources 405 as services 414. For example, services 414 may
include one or more of infrastructure as a service 416, plat-
form as a service 417, software as a service 418, or other data
processing related services.

At certain times, consumer of data processing resources
405 may use provider data processing resources 404 to pro-
cess provider processed consumer workload 420. Provider
processed consumer workload 420 typically is a portion of all
of consumer workload 421 that consumer of data processing
resources 405 needs to be processed. In some cases, provider
processed consumer workload 420 may be all of consumer
workload 421 that consumer of data processing resources 405
needs to be processed. For example, consumer of data pro-
cessing resources 405 may use provider data processing
resources 404 to process provider processed consumer work-
load 420 when consumer data processing resources 402 are
overloaded with processing consumer processed consumer
workload 406. At other times, consumer of data processing
resources 405 may employ provider data processing
resources 404 to process provider processed consumer work-
load 420 when processing of provider processed consumer
workload 420 is not one of the core competencies of con-
sumer of data processing resources 405. As another example,
consumer of data processing resources 405 may use provider
data processing resources 404 to process provider processed
consumer workload 420 when particular applications
required to process provider processed consumer workload
420 are not available among consumer data processing
resources 402. In any case, processing of provider processed
consumer workload 420 using provider data processing
resources 404 may require that a number of applications 422
or data 424, or both applications 422 and data 424, be pro-
vided to provider data processing resources 404 in order to
process provider processed consumer workload 420.

Thus, at times, all of consumer workload 421 being pro-
cessed by or for consumer of data processing resources 405
may be processed in part as consumer processed consumer
workload 406 on consumer data processing resources 402,
such as private cloud 408, and in part as provider processed
consumer workload 420 on provider data processing
resources 404, such as public cloud 412. In this case, the
integration of private cloud 408 and public cloud 412 to
process consumer workload 421 for consumer of data pro-
cessing resources 405 forms hybrid cloud 426.

Operation of hybrid cloud 426 requires communication
between consumer data processing resources 402 and pro-
vider data processing resources 404. However, security con-
cerns may require the prevention of unauthorized access to
consumer data processing resources 402 from provider data
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processing resources 404 or from any other unauthorized
sources. Therefore, firewall 428 may be provided between
consumer data processing resources 402 and provider data
processing resources 404. Firewall 428 is designed to block
unauthorized access to consumer data processing resources
402 by provider data processing resources 404 or by any other
unauthorized sources while permitting authorized communi-
cations between consumer data processing resources 402 and
provider data processing resources 404. Firewall 428 may be
implemented in either hardware or software or using a com-
bination of both hardware and software. For example, without
limitation, firewall 428 may be implemented in consumer
data processing resources 402.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 provides integration across consumer
data processing resources 402 and provider data processing
resources 404 to implement integrated data processing
resources forming hybrid cloud 426. For example, without
limitation, hybrid cloud integrator 430 may be implemented
by consumer of data processing resources 405 on consumer
data processing resources 402.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 includes framework 432, integration
platform 434, and a number of plug-ins 436. For example,
framework 432 may be implemented in software as a soft-
ware framework. Framework 432 may be implemented on
integration platform 434. Integration platform 434 provides
the underlying hardware and software required to implement
hybrid cloud integrator 430. For example, integration plat-
form 434 may include the hardware, operating system, and
runtime environment in which hybrid cloud integrator 430 is
implemented.

Framework 432 provides plug-in interface 438. Plug-in
interface 438 allows a number of plug-ins 436 to be installed
in hybrid cloud integrator 430. Plug-ins 436 are software
components that are configured to provide functionality for
integrated use of consumer data processing resources 402 and
provider data processing resources 404. Plug-ins 436 may
include, for example, a number of service deployment and
integration components 440, a number of data integration
components 441, and a number of management integration
components 442.

In accordance with an illustrative embodiment, service
deployment and integration components 440 may be used by
consumer of data processing resources 405 to deploy services
414 in provider data processing resources 404 that are needed
to process or monitor provider processed consumer workload
420. Service deployment and integration components 440
also may be used to integrate services 414 deployed in pro-
vider data processing resources 404 with consumer data pro-
cessing resources 402 to provide integrated data processing
resources to process consumer workload 421. For example,
service deployment and integration components 440 may
include cloud service broker plug-in 443. As will be described
in more detail below, cloud service broker plug-in 443 may be
used for provisioning provider data processing resources 404
in public cloud 412 for use by consumer of data processing
resources 405.

Data integration components 441 may be used by con-
sumer of data processing resources 405 to migrate, replicate,
transform, and integrate data used in processing consumer
workload 421 between consumer data processing resources
402 and provider data processing resources 404. Service
deployment and integration components 440 and data inte-
gration components 441 may be used to enforce workload and
data specific deployment and integration policies specified by
consumer of data processing resources 405.
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Management integration components 442 may include any
components that may be used by consumer of data processing
resources 405 to monitor and manage the processing of pro-
vider processed consumer workload 420 by provider data
processing resources 404. Management integration compo-
nents 442 may include plug-in components that may be used
by consumer of data processing resources 405 to monitor the
processing of provider processed consumer workload 420 by
provider data processing resources 404 in order to manage
such processing. For example, management integration com-
ponents 442 may include cloud monitoring plug-in 445 and
cloud security service plug-in 447. As will be described in
more detail below, cloud monitoring plug-in 445 may be used
for managing monitoring of processing of provider processed
consumer workload 420 on provider data processing
resources 404. Cloud security service plug-in 447 may be
used for managing security for the monitoring of the process-
ing of provider processed consumer workload 420 on pro-
vider data processing resources 404. Management integration
components 442 may also, or alternatively, include metering
components or other management related components.

Operating characteristics of plug-ins 436 are defined by
configuration data 444. In accordance with an illustrative
embodiment, framework 432 may provide service connectiv-
ity management function 446. Service connectivity manage-
ment function 446 allows current configuration data 444 from
plug-ins 436, and other information about plug-ins 436, to be
made available to a user on user interface 448. Service con-
nectivity management function 446 also allows configuration
data 444 to be received from user interface 448 for plug-ins
436. Thus, service connectivity management function 446
provides a connection between plug-ins 436 and user inter-
face 448 allowing users to view and change the operating
configuration of plug-ins 436 via user interface 448.

Framework 432 also may provide runtime management
function 450. Runtime management function 450 provides
for managing operation of plug-ins 436 during operation
thereof. Specifically, runtime management function 450 may
provide for activating plug-ins 436 and for controlling opera-
tion of plug-ins 436 after plug-ins 436 are activated.

Framework 432 also may provide communication between
plug-ins 451. Communication between plug-ins 451 allows
plug-ins 436 to interact with each other. For example, com-
munication between plug-ins 451 allows one of plug-ins 436
to access and make use of the functionality provided by
another of plug-ins 436 in framework 432.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 provides flexible and reliable automated
integration of data processing resources across hybrid cloud
426 to process a workload. For example, hybrid cloud inte-
grator 430 may be used by workload manager 452 to access
provider data processing resources 404 automatically when
needed to supplement consumer data processing resources
402. Hybrid cloud integrator 430 also may be used by work-
load manager 452 to monitor the processing of provider pro-
cessed consumer workload 420 by provider data processing
resources 404.

Workload manager 452 may provide automated workload
management 454. Automated workload management 454
includes automatically managing workload processing on
available data processing resources. An example of a system
that provides this type of automated workload management is
the IBM® Tivoli® Service Automation Manager, TSAM,
available from International Business Machines Corporation.
Ilustrative embodiments may be used, however, in combina-
tion with any currently available workload manager provid-
ing automated workload management functions or with any

10

15

20

25

30

35

40

45

50

55

60

65

16

workload manager that may become available in the future.
Tlustrative embodiment also may be used in combination
with workload managers in which automated workload man-
agement functions are implemented in combination with a
human operator.

Workload manager 452 may provide automated workload
management 454 based on policies 456. Policies 456 may
define limitations under which workload manager 452 may
use available data processing resources. For example, poli-
cies 456 may define when or under what conditions workload
manager 452 may use provider data processing resources 404
to process consumer workload 421. Policies 456 also may
specify which provider data processing resources 404 may be
used to process consumer workload 421. Policies 456 also
may specify consumer data that may be replicated and
accessed by provider data processing resources 404 and the
portion of consumer workload 421 that may be processed by
provider data processing resources 404. Policies 456 may
specify security and privacy constraints that must be applied
for processing consumer workload 421 by provider data pro-
cessing resources 404.

Policies 456 may be developed using business rules man-
agement engine 458. Business rules management engine 458
may take into consideration a variety of business related and
other factors to determine policies 456. For example, factors
used by business rules management engine 458 to determine
policies 456 may include financial, security, compliance, cus-
tomer relations factors, or other suitable factors.

Workload manager 452 may provide automatic policy
based provisioning 460 based on policies 456. For example,
policy based provisioning 460 may call for the provisioning
of'provider data processing resources 404 to process provider
processed consumer workload 420. In this case, workload
manager 452 may use hybrid cloud integrator 430 to deploy
provider data processing resources 404 needed to process
provider processed consumer workload 420. For example,
service deployment and integration components 440 may be
used to deploy services 414 in public cloud 412 that are
needed to process provider processed consumer workload
420. Service deployment and integration components 440
may establish communication with provider data processing
resources 404 through firewall 428. For example, such com-
munication may be established via application programming
interface portal 461 in public cloud 412. Applications 422,
data 424, or both applications 422 and data 424 needed for
processing provider processed consumer workload 420 may
be provided to provider data processing resources 404 by
workload manager 452 via hybrid cloud integrator 430.

Hybrid cloud integrator 430 also may be used to establish
workload processing image 462 in public cloud 412. Work-
load processing image 462 pre-defines services 414 needed to
process provider processed consumer workload 420. By
establishing workload processing image 462 in advance, pro-
vider data processing resources 404 needed to process pro-
vider processed consumer workload 420 may be deployed
more rapidly when workload manager 452 determines that
provider data processing resources 404 will be used for this
purpose.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 allows workload manager 452 to access
provider data processing resources 404 as easily as consumer
data processing resources 402. Plug-ins 436 in hybrid cloud
integrator 430 handle all of the special requirements of pro-
vider data processing resources 404 needed to access those
resources.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 also provides for monitoring the process-
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ing of provider processed consumer workload 420 by pro-
vider data processing resources 404. For example, as will be
described in more detail below, service deployment and inte-
gration components 440 and management integration com-
ponents 442 may be used to establish and manage monitoring
of the processing of provider processed consumer workload
420. Monitored data from provider data processing resources
404 may be provided to monitoring infrastructure 468 via
hybrid cloud integrator 430. Similarly, consumer processing
monitoring agent 466 may be implemented in consumer data
processing resources 402. Consumer processing monitoring
agent 466 collects data for monitoring the processing of con-
sumer processed consumer workload 406 by consumer data
processing resources 402. Monitored data from consumer
data processing resources 402 may be provided from con-
sumer processing monitoring agent 466 to monitoring infra-
structure 468.

Monitoring infrastructure 468 may be implemented in con-
sumer data processing resources 402. Monitoring infrastruc-
ture 468 may receive monitoring information for provider
data processing resources 404 via hybrid cloud integrator 430
and monitoring information from consumer processing
monitoring agent 466 for consumer data processing resources
402. Monitoring infrastructure 468 may process the received
monitoring information to generate an integrated display of
workload processing conditions for provider data processing
resources 404 and consumer data processing resources 402.
This integrated display may be presented to a user, such as a
system administrator, on monitoring station 472. Thus, in
accordance with an illustrative embodiment, a display of
workload processing conditions across hybrid cloud 426 may
be presented to a user in an integrated manner. Such an
integrated display allows a user to monitor and manage work-
load processing across hybrid cloud 426 in an integrated,
effective, and efficient manner.

Monitoring infrastructure 468 also may look for and detect
the occurrence of events 473 from the monitoring information
provided to monitoring infrastructure 468. Events 473 may be
defined by the occurrence of specified conditions or patterns
in the monitored data. For example, monitored data exceed-
ing a defined threshold for atleast a specified time period may
indicate the occurrence of one of events 473. In accordance
with an illustrative embodiment, events 473 may be defined
by the occurrence of any condition, state, or pattern of interest
in the monitored data provided to monitoring infrastructure
468.

Events 473 may be provided as input to event correlation
and aggregation function 474. Event correlation and aggre-
gation function 474 may provide, and may be referred to as,
an event correlation service. For example, event correlation
and aggregation function 474 may be implemented as an
event correlation service for correlating and aggregating
workload characteristics using low level monitored data and
events collected from monitoring of resources and services
across hybrid cloud 426. Event correlation function 474 may
be implemented as a plug-in oriented modular and program-
mable event correlation service as described in more detail
below.

Event correlation and aggregation function 474 may aggre-
gate and correlate events 473 over periods of time. Event
correlation and aggregation function 474 may determine
whether the aggregated and correlated events 473 indicate the
presence of data processing conditions that should be or may
be addressed to maintain or improve system performance. For
example, event correlation and aggregation function 474 may
determine that a series of detected events 473 has occurred
indicating that consumer data processing resources 402 or
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provider data processing resources 404 are overloaded. Simi-
larly, event correlation and aggregation function 474 may
determine that a series of detected events 473 has occurred
indicating that consumer data processing resources 402 or
provider data processing resources 404 are being underuti-
lized. In accordance with an illustrative embodiment, any
data processing condition of interest that may be defined by
aggregated or correlated events 473 may be detected by event
correlation and aggregation function 474.

In response to a determination by event correlation and
aggregation function 474 that a data processing condition of
interest exists, service desk ticketing function 476 may send
event based service request 478 to workload manager 452.
For example, service desk ticketing function 476 may gener-
ate event based service request 478 in response to a determi-
nation by event correlation and aggregation function 474 that
a data processing condition exists that should be or may be
addressed to maintain or improve system performance. Event
based service request 478 may indicate to workload manager
452 the particular condition that has been determined to exist.
In this case, workload manager 452 may determine the appro-
priate action to take in response to the indicated condition.
Alternatively, service desk ticketing function 476 may deter-
mine the action that needs to be taken in response to a par-
ticular condition that has been determined to exist. In this
case, event based service request 478 may indicate to work-
load manager 452 the action that is being requested.

In any case, workload manager 452 may determine
whether or not any action may be taken in response to a
particular data processing condition based on policies 456. If
workload manager 452 determines that action will be taken in
response to a particular data processing condition, workload
manager 452 may implement such action based on policies
456. For example, workload manager 452 may respond to
event based service request 478 by implementing appropriate
policy based provisioning 460 of data processing resources as
needed to respond to a detected data processing condition.

Workload manager 452 also may respond to event based
service request 478 by generating service fulfillment
response 480. For example, service fulfillment response 480
may be generated by workload manager 452 and delivered to
service desk ticketing function 476. Service fulfillment
response 480 may indicate that event based service request
478 has been received by workload manager 452. Service
fulfillment response 480 also may indicate that appropriate
action has been taken, or will be taken, in response to event
based service request 478. In this case, service fulfillment
response 480 may or may not specify the particular action
taken, or to be taken, by workload manager 452 in response to
event based service request 478. In some cases, workload
manager 452 may not be able to take action to change data
processing conditions in response to event based service
request 478. For example, policies 456 may prevent workload
manager 452 from taking action in response to event based
service request 478 at a particular time. In this case, service
fulfillment response 480 may indicate that action will not be
taken by workload manager 452 in response to event based
service request 478 or that the implementation of such action
may be delayed. Policies 456, responsible for such a failure to
act or for such a delay, may or may not be identified in service
fulfillment response 480.

The information provided by event based service request
478 and service fulfillment response 480 may be formatted
appropriately and displayed for a user on monitoring station
472. By displaying information from event based service
request 478 and service fulfillment response 480 in this man-
ner, a user is able to monitor the detection of data processing
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system conditions for which an appropriate action may be
taken and the response of workload manager 452 to the detec-
tion of such conditions.

In accordance with an illustrative embodiment, hybrid
cloud integrator 430 makes it possible for workload manager
452 to respond to determined data processing conditions of
interest in consumer data processing resources 402, in pro-
vider data processing resources 404, or both. Furthermore,
hybrid cloud integrator 430 makes it possible for workload
manager 452 to access consumer data processing resources
402, provider data processing resources 404, or both, for
responding to determined conditions of interest. Thus, hybrid
cloud integrator 430 makes it possible for workload manager
452 to provide integrated data processing resource manage-
ment across hybrid cloud 426 by providing for monitoring of
data processing conditions across hybrid cloud 426 and by
providing access to data processing resources across hybrid
cloud 426 when responding to such conditions.

For example, hybrid cloud integrator 430 may be used to
establish monitoring of the processing of portions of con-
sumer workload 421 by provider data processing resources
404 while processing of other portions of consumer workload
421 by consumer data processing resources 402 also is moni-
tored at the same time. Based on such monitoring, an overload
condition or underutilization condition on consumer data pro-
cessing resources 402, on provider data processing resources
404, or both, may be determined. In response to such a deter-
mination, workload manager 452 may activate or deactivate
selected consumer data processing resources 402, may
deploy or release selected provider data processing resources
404 using hybrid cloud integrator 430 in the manner
described, or both. Processing of portions of consumer work-
load 421 then may be allocated by workload manager 452
across the reconfigured resources of hybrid cloud 426 to
remedy the determined overload or underutilization condi-
tion. The particular action taken by workload manager 452 in
response to the determined condition may be determined by
policies 456.

Turning now to FIG. 5, a block diagram of a data process-
ing environment for monitoring data processing resources in
accordance with an illustrative embodiment is depicted. In
this example, data processing environment 500 is an example
of'one implementation of data processing environment 400 in
FIG. 4. In this example, data processing environment 500
comprises consumer data processing resources 502 and pro-
vider data processing resources 504. One or more of con-
sumer data processing resources 502 and provider data pro-
cessing resources 504 may comprise cloud based resources,
in which the data processing resources are provided as a
service. In this case, data processing environment 500 may be
referred to as a hybrid cloud.

Consumer data processing resources 502 may comprise,
for example, on-premise data processing resources. For
example, consumer data processing resources 502 may com-
prise data processing resources found in a customer data
center. In other examples, consumer data processing
resources 502 may comprise cloud based resources in which
consumer data processing resources 502 are provided as a
service. For example, consumer data processing resources
502 may comprise private cloud or public cloud data process-
ing resources. In any case, various applications, middleware
components, and other workload processing resources, such
as those represented by service instances 506 and 508, may be
installed, provisioned, and configured by a consumer of data
processing resources on consumer data processing resources
502. These processing resources may be referred to as work-
load processing service instances or simply as service
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instances. For example, service instances 506 and 508 may be
instantiated on consumer data processing resources 502 to
process all or portions of a consumer workload.

Provider data processing resources 504 may comprise
cloud based resources that are provided as a service. For
example, provider data processing resources 504 may com-
prise infrastructure as a service, platform as a service, soft-
ware as a service, or other cloud services. In this example,
provider data processing resources 504 comprise public
clouds 510 and 512. Public clouds 510 and 512 may be
provided by different vendors. In this case, knowledge of
different application programming interfaces and other
requirements may be needed in order to access the services on
public clouds 510 and 512.

Various cloud provided service instances 514,516, and 518
may be provisioned and configured to process the workload
of'a consumer of data processing resources in public clouds
510 and 512. For example, service instances 514, 516, and
518 may be provisioned and configured by a consumer of
cloud data processing resources to process portions of a con-
sumer workload. The consumer of cloud data processing
resources may employ hybrid cloud integrator 520 to provi-
sion resources on public clouds 510 and 512 to instantiate
service instances 514, 516, and 518. In this example, hybrid
cloud integrator 520 is implemented on consumer data pro-
cessing resources 502.

A consumer of data processing resources will desire to
manage service instances 506, 508, 514, 516, and 518 across
data processing environment 500 in an integrated manner.
Such integrated management requires integrated monitoring
of service instances 506, 508, 514, 516, and 518 across data
processing environment 500. Such integrated monitoring
may be provided by monitoring infrastructure 522. For
example, monitoring infrastructure 522 may be implemented
on consumer data processing resources 502. Monitoring
infrastructure 522 may be implemented using any combina-
tion of hardware and software components to provide the
desired integrated monitoring functionality. For example,
without limitation, monitoring infrastructure 522 may com-
prise an IBM Tivoli monitoring server for providing such
integrated monitoring.

Monitoring of service instances 506 and 508 on consumer
data processing resources 502 may be straightforward. Con-
sumer side monitoring agents 524 and 526 may be imple-
mented on consumer data processing resources 502 to moni-
tor service instances 506 and 508, respectively. Consumer
side monitoring agents 524 and 526 may be implemented in
any manner to provide the desired functionality for monitor-
ing service instances 506 and 508 and providing monitored
datato monitoring infrastructure 522. For example, consumer
side monitoring agents 524 and 526 may push such monitored
data to monitoring infrastructure 522. For example, without
limitation, consumer side monitoring agents 524 and 526 may
comprise IBM Tivoli monitoring agents.

Monitoring of service instances 514, 516, and 518 on pro-
vider data processing resources 504 by monitoring infrastruc-
ture 522 may be more problematic. In many cases, provider
data processing resources 504 may be separated from con-
sumer data processing resources 502 by one or more firewalls
528,530, and 532. For example, firewalls 530 and 532 may be
provided by or associated with public clouds 510 and 512,
respectively. Firewall 528 may be provided by or associated
with consumer data processing resources 502. In this case,
firewall 528 may be implemented to prevent unauthorized
access to consumer data processing resources 502 from out-
side of consumer data processing resources 502. In particular,
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firewall 528 may prevent data from being pushed from pro-
vider data processing resources 504 to consumer data pro-
cessing resources 502.

In accordance with an illustrative embodiment, monitoring
of service instances 514, 516, and 518 on provider data pro-
cessing resources 504 by monitoring infrastructure 522 is
enabled by consumer side monitoring gateway 534 operating
in combination with provider side monitoring gateways 536
and 538. In accordance with an illustrative embodiment, con-
sumer side monitoring gateway 534 and provider side moni-
toring gateways 536 and 538 may be implemented using
hybrid cloud integrator 520.

In accordance with an illustrative embodiment, consumer
side monitoring gateway 534 may be implemented by cloud
monitoring service 540 implemented in hybrid cloud integra-
tor 520. For example, cloud monitoring service 540 may be
implemented as a cloud monitoring plug-in to the software
framework provided by hybrid cloud integrator 520. Con-
sumer side monitoring gateway 534 may pull monitored data
across firewall 528 from provider side monitoring gateways
536 and 538. Consumer side monitoring gateway 534 may
then push such monitored data to monitoring infrastructure
522.

Provider side monitoring gateways 536 and 538 may be
provisioned, configured, and deployed using cloud service
broker 542, cloud security service 544, and cloud monitoring
service 540. For example, cloud service broker 542 may be
implemented as a cloud service broker plug-in to the software
framework provided by hybrid cloud integrator 520. Cloud
service broker 542 may be used to provision provider side
monitoring gateways 536 and 538 in public clouds 510 and
512, respectively. Cloud service broker 542 also may be used
by a consumer of data processing resources to provision
resources in public clouds 510 and 512 for service instances
514, 516, and 518. Cloud service broker 542 may provide a
vendor neutral interface for a consumer of data processing
resources to access provider data processing resources 504 on
various public clouds 510 and 512 without requiring specific
knowledge of various different cloud interfaces by the con-
sumer of data processing resources.

After provider side monitoring gateways 536 and 538 are
provisioned by cloud service broker 542, cloud service broker
542 may activate cloud security service 544. Cloud security
service 544 may be implemented as a cloud security service
plug-in to the software framework provided by hybrid cloud
integrator 520. Cloud security service 544 may configure the
firewall and access settings of provider side monitoring gate-
ways 536 and 538. These configuration settings may allow
access to provider side monitoring gateways 536 and 538
only by authorized provider side monitoring agents 546, 548,
and 550. These configuration settings also may restrict access
to the monitored data collected in provider side monitoring
gateways 536 and 538 to authorized consumer side monitor-
ing gateway 534.

After cloud security service 544 has completed the security
and isolation configuration of provider side monitoring gate-
ways 536 and 538, cloud service broker 542 may activate
cloud monitoring service 540 to configure and start provider
side monitoring gateways 536 and 538. Cloud monitoring
service 540 may configure port settings for provider side
monitoring gateways 536 and 538 so that provider side moni-
toring agents 546, 548, and 550 can contact and communicate
with their respective provider side monitoring gateway 536 or
538. Cloud monitoring service 540 also may configure pro-
vider side monitoring gateways 536 and 538 to listen on
specific ports for contact by consumer side monitoring gate-
way 534. Cloud monitoring service 540 also may configure
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consumer side monitoring gateway 534 to contact provider
side monitoring gateways 536 and 538 on the predefined ports
and IP addresses. This configuration of provider side moni-
toring gateways 536 and 538 and consumer side monitoring
gateway 534 by cloud monitoring service 540 allows for
communication to take place between provider side monitor-
ing gateways 536 and 538 and consumer side monitoring
gateway 534.

Service instances 514, 516, and 518 may be provisioned by
cloud service broker 542. When each service instance 514,
516, and 518 is provisioned, cloud monitoring service 540
may install, configure, and start a corresponding provider side
monitoring agent 546, 548, and 550, respectively. Thus, to
enable monitoring on service instances 514, 516, and 518 in
public clouds 510 and 512, cloud service broker 542 and
cloud monitoring service 540 may coordinate with each other.
In one illustrative embodiment, cloud service broker 542
provisions a service instance and invokes cloud security ser-
vice 544. Cloud security service 544 configures the service
instances provisioned in the cloud so that cloud monitoring
service 540 can access the service instance and enable moni-
toring of the service via a monitoring agent. As discussed
elsewhere herein, cloud service broker 542, cloud security
service 544, and cloud monitoring service 540 may use com-
munication services provided by the framework of hybrid
cloud integrator 520. Further, the framework of hybrid cloud
integrator 520 may provide for communication between
plug-in components of hybrid cloud integrator 520. The coor-
dination between cloud service broker 542, cloud security
service 544, and cloud monitoring service 540 may use com-
munication services provided by the framework of hybrid
cloud integrator 520.

Provider side monitoring agents 546, 548, and 550 may
operate in a manner similar to consumer side monitoring
agents 524 and 526. In particular, provider side monitoring
agents 546, 548, and 550 may monitor corresponding service
instances 514, 516, and 518, respectively, and provide moni-
tored data to provider side monitoring gateways 536 and 538.
This monitored data may be retained at provider side moni-
toring gateways 536 and 538 until the data is retrieved from
provider side monitoring gateways 536 and 538 by consumer
side monitoring gateway 534.

Cloud security service 544 may be implemented as a cloud
security service plug-in to the software framework provided
by hybrid cloud integrator 520. Cloud security service 544
may be employed by cloud service broker 542 when imple-
menting provider side monitoring gateways 536 and 538 and
provider side monitoring agents 546, 548, and 550 to imple-
ment virtual private security zones. Such security zones may
be used to ensure that appropriate security is maintained
between service instances 514, 516, and 518 operating on
public clouds 510 and 512, while allowing for monitored data
from service instances 514, 516, and 518 to be shared with
provider side monitoring gateways 536 and 538 and ulti-
mately funneled through consumer side monitoring gateway
534 to monitoring infrastructure 522. Virtual private security
zones and the use thereof in various applications will be
described in more detail below.

When activated, provider side monitoring agents 546, 548,
and 550 monitor corresponding service instances 514, 516,
and 518 and provide corresponding monitored data to pro-
vider side monitoring gateways 536 and 538. Consumer side
monitoring gateway 534 may then be activated to retrieve the
monitored data across firewall 528 from provider side moni-
toring gateways 536 and 538. The retrieved monitored data
then may be provided from consumer side monitoring gate-
way 534 to monitoring infrastructure 522. From the point of
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view of monitoring infrastructure 522, monitored data from
service instances 514, 516, and 518 on provider data process-
ing resources 504 may be received from provider side moni-
toring agents 546, 548, and 550, respectively, in the same
manner as monitored data from service instances 506 and 508
on consumer data processing resources 502 is received from
consumer side monitoring agents 524 and 526, respectively.
The operations performed by provider side monitoring gate-
ways 536 and 538 and consumer side monitoring gateway
534 thus may be transparent to monitoring infrastructure 522.

Monitoring infrastructure 522 may generate an integrated
view of monitored service instances 506, 508, 514, 516, and
518 across data processing environment 500 from the moni-
tored data provided by consumer side monitoring agents 524
and 526 and provider side monitoring agents 546, 548, and
550, respectively. This integrated view of monitored services
may be presented to user 552 via an interactive monitoring
portal 554. For example, user 552 may be a system adminis-
trator. Monitoring portal 554 may be accessed by user 552
using a browser and used in an interactive manner on a moni-
toring dashboard. The integrated view of monitored services
generated by monitoring infrastructure 522 also may be used
to provide for fully automated or partially automated man-
agement of data processing resources across data processing
environment 500. For example, the integrated view of moni-
tored services generated by monitoring infrastructure 522
may be used by an automated workload manager to provide
fully automated or partially automated integrated workload
management across data processing environment 500.

Example scenarios, in accordance with illustrative
embodiments, for using the components of a hybrid cloud
integrator to establish integrated monitoring of data process-
ing resources across a hybrid cloud data processing environ-
ment are presented in more detail below.

The illustrations of FIG. 4 and FIG. 5 are not meant to
imply physical or architectural limitations to the manner in
which different illustrative embodiments may be imple-
mented. Other components in addition to or in place of the
ones illustrated may be used. Some components may be
unnecessary in some illustrative embodiments. Also, the
blocks are presented to illustrate some functional compo-
nents. One or more of these blocks may be combined or
divided into different blocks when implemented in different
illustrative embodiments.

For example, a request to monitor a service instance may be
generated automatically as part of creation of the service
instance, may be generated automatically as part of modifi-
cation of the service instance, or may be generated as part of
a life cycle of the service instance. A request to monitor a
service instance may be made by a user of the service
instance, by a provider of data processing resources, or by a
consumer of data processing resources. Monitored data from
a service instance may be provided from self-monitoring by
the service instance, from a monitoring agent configured to
monitor the service instance, from a script internal to the
service instance, or from a script external to the service
instance.

Tlustrative embodiments may be implemented for appli-
cation in a hybrid cloud environment that comprises one or
more public clouds in combination with one or more private
clouds. Ilustrative embodiments may be implemented for
application in a hybrid cloud environment that may include
multiple private clouds, community clouds, or public clouds
in any combination. In accordance with an illustrative
embodiment, a hybrid cloud integrator may be used to pro-
vide integration of data processing resources across multiple
private, public, and community clouds in any combination.
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A hybrid cloud integrator in accordance with an illustrative
embodiment may be used for integrated monitoring and man-
agement across a hybrid cloud for purposes of detecting and
responding to data processing conditions such as data pro-
cessing resource overload conditions, underutilization condi-
tions, or other conditions or combinations of conditions. For
example, without limitation, a hybrid cloud integrator in
accordance with an illustrative embodiment may be used to
provide integrated management across a hybrid cloud for
monitoring, metering, security, or any other data processing
related conditions or combinations of conditions.

Integrated monitoring and management of data processing
resources across a hybrid cloud using a hybrid cloud integra-
tor in accordance with an illustrative embodiment may be
implemented automatically using an automated management
system, such as workload manger 452. Alternatively, moni-
toring and management using a hybrid cloud integrator in
accordance with an illustrative embodiment may be provided
by a human system manager using appropriate system inter-
faces, such as user interface 448, monitoring station 472, or
monitoring portal 554, in combination with other appropriate
system interfaces. Monitoring and management using a
hybrid cloud integrator in accordance with an illustrative
embodiment may be provided by an automated management
system and a human system manager operating together.

Referring now to FIG. 6, a block diagram of a data pro-
cessing system is depicted in accordance with an illustrative
embodiment. In this example, data processing system 600 is
one example of a data processing system that may be used to
implement consumer data processing resources 402 and pro-
vider data processing resources 404 in FIG. 4 or consumer
data processing resources 502 and provider data processing
resources 504 in FIG. 5. In this illustrative example, data
processing system 600 includes communications fabric 602,
which provides communications between processor unit 604,
memory 606, persistent storage 608, communications unit
610, input/output (/O) unit 612, and display 614.

Processor unit 604 serves to execute instructions for soft-
ware that may be loaded into memory 606. Processor unit 604
may be a number of processors, a multi-processor core, or
some other type of processor, depending on the particular
implementation. “A number,” as used herein with reference to
an item, means one or more items. Further, processorunit 604
may be implemented using a number of heterogeneous pro-
cessor systems in which a main processor is present with
secondary processors on a single chip. As another illustrative
example, processor unit 604 may be a symmetric multi-pro-
cessor system containing multiple processors of the same
type.

Memory 606 and persistent storage 608 are examples of
storage devices 616. A storage device is any piece of hardware
that is capable of storing information, such as, for example,
without limitation, data, program code in functional form,
and/or other suitable information either on a temporary basis
and/or a permanent basis. Storage devices 616 also may be
referred to as computer readable storage devices in these
examples. Memory 606, in these examples, may be, for
example, a random access memory or any other suitable
volatile or non-volatile storage device. Persistent storage 608
may take various forms, depending on the particular imple-
mentation.

For example, persistent storage 608 may contain one or
more components or devices. For example, persistent storage
608 may be a hard drive, a flash memory, a rewritable optical
disk, a rewritable magnetic tape, or some combination of the
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above. The media used by persistent storage 608 also may be
removable. For example, a removable hard drive may be used
for persistent storage 608.

Communications unit 610, in these examples, provides for
communications with other data processing systems or
devices. In these examples, communications unit 610 is a
network interface card. Communications unit 610 may pro-
vide communications through the use of either or both physi-
cal and wireless communications links.

Input/output unit 612 allows for input and output of data
with other devices that may be connected to data processing
system 600. For example, input/output unit 612 may provide
a connection for user input through a keyboard, a mouse,
and/or some other suitable input device. Further, input/output
unit 612 may send output to a printer. Display 614 provides a
mechanism to display information to a user.

Instructions for the operating system, applications, and/or
programs may be located in storage devices 616, which are in
communication with processor unit 604 through communi-
cations fabric 602. In these illustrative examples, the instruc-
tions are in a functional form on persistent storage 608. These
instructions may be loaded into memory 606 for execution by
processor unit 604. The processes of the different embodi-
ments may be performed by processor unit 604 using com-
puter implemented instructions, which may be located in a
memory, such as memory 606.

These instructions are referred to as program instructions,
program code, computer usable program code, or computer
readable program code that may be read and executed by a
processor in processor unit 604. The program code in the
different embodiments may be embodied on different physi-
cal or computer readable storage media, such as memory 606
or persistent storage 608.

Program code 618 is located in a functional form on com-
puter readable media 620 that is selectively removable and
may be loaded onto or transferred to data processing system
600 for execution by processor unit 604. Program code 618
and computer readable media 620 form computer program
product 622 in these examples. In one example, computer
readable media 620 may be computer readable storage media
624 or computer readable signal media 626. Computer read-
able storage media 624 may include, for example, an optical
or magnetic disk that is inserted or placed into a drive or other
device that is part of persistent storage 608 for transfer onto a
storage device, such as a hard drive, that is part of persistent
storage 608. Computer readable storage media 624 also may
take the form of a persistent storage, such as a hard drive, a
thumb drive, or a flash memory, that is connected to data
processing system 600. In some instances, computer readable
storage media 624 may not be removable from data process-
ing system 600.

Alternatively, program code 618 may be transferred to data
processing system 600 using computer readable signal media
626. Computer readable signal media 626 may be, for
example, a propagated data signal containing program code
618. For example, computer readable signal media 626 may
be an electromagnetic signal, an optical signal, and/or any
other suitable type of signal. These signals may be transmit-
ted over communications links, such as wireless communi-
cations links, optical fiber cable, coaxial cable, a wire, and/or
any other suitable type of communications link. In other
words, the communications link and/or the connection may
be physical or wireless in the illustrative examples.

In some advantageous embodiments, program code 618
may be downloaded over a network to persistent storage 608
from another device or data processing system through com-
puter readable signal media 626 for use within data process-
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ing system 600. For instance, program code stored in a com-
puter readable storage medium in a server data processing
system may be downloaded over a network from the server to
data processing system 600. The data processing system pro-
viding program code 618 may be a server computer, a client
computer, or some other device capable of storing and trans-
mitting program code 618.

The different components illustrated for data processing
system 600 are not meant to provide architectural limitations
to the manner in which different embodiments may be imple-
mented. The different illustrative embodiments may be
implemented in a data processing system including compo-
nents in addition to or in place of those illustrated for data
processing system 600. Other components shown in FIG. 6
can be varied from the illustrative examples shown. The dif-
ferent embodiments may be implemented using any hardware
device or system capable of running program code. As one
example, the data processing system may include organic
components integrated with inorganic components and/or
may be comprised entirely of organic components excluding
a human being. For example, a storage device may be com-
prised of an organic semiconductor.

In another illustrative example, processor unit 604 may
take the form of a hardware unit that has circuits that are
manufactured or configured for a particular use. This type of
hardware may perform operations without needing program
code to be loaded into a memory from a storage device to be
configured to perform the operations.

For example, when processor unit 604 takes the form of a
hardware unit, processor unit 604 may be a circuit system, an
application specific integrated circuit (ASIC), a program-
mable logic device, or some other suitable type of hardware
configured to perform a number of operations. With a pro-
grammable logic device, the device is configured to perform
the number of operations. The device may be reconfigured at
a later time or may be permanently configured to perform the
number of operations. Examples of programmable logic
devices include, for example, a programmable logic array,
programmable array logic, a field programmable logic array,
a field programmable gate array, and other suitable hardware
devices. With this type of implementation, program code 618
may be omitted because the processes for the different
embodiments are implemented in a hardware unit.

In still another illustrative example, processor unit 604 may
be implemented using a combination of processors found in
computers and hardware units. Processor unit 604 may have
a number of hardware units and a number of processors that
are configured to run program code 618. With this depicted
example, some of the processes may be implemented in the
number of hardware units, while other processes may be
implemented in the number of processors.

As another example, a storage device in data processing
system 600 is any hardware apparatus that may store data.
Memory 606, persistent storage 608, and computer readable
media 620 are examples of storage devices in a tangible form.

In another example, a bus system may be used to imple-
ment communications fabric 602 and may be comprised of
one or more buses, such as a system bus or an input/output
bus. Of course, the bus system may be implemented using any
suitable type of architecture that provides for a transfer of data
between different components or devices attached to the bus
system. Additionally, communications unit 610 may include
one or more devices used to transmit and receive data, such as
amodem or a network adapter. Further, a memory may be, for
example, memory 606, or a cache, such as found in an inter-
face and memory controller hub that may be present in com-
munications fabric 602.
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Referring now to FIG. 7, a block diagram of a hybrid cloud Get metadata for specific capability type. The metadata
integrator is depicted in accordance with an illustrative defines the configuration properties of a specific man-
embodiment. In this example, hybrid cloud integrator 700 is aged connection type.
an example of one implementation of hybrid cloud integrator GetOnPremiseEndpoints  (Integrationldentifier). This
430 of FIG. 4 or hybrid cloud integrator 520 of FIG. 5. Hybrid > function returns a list of configuration properties for one
cloud integrator 700 includes plug-in interface and runtime or more on-premise endpoints of integration identified
management functions 702 and service connectivity manage- by Integrationldentifier.
ment function 704. In accordance with an illustrative embodi- For each on-premise endpoint:
ment, plug-in interface and runtime management functions

702 and service connectivity management function 704 are 10

implemented in software framework 705. A number of plug- endpoint identifier

ins 706, 708, 710, 712, and 714 may be installed in hybrid display name

cloud integrator 700 and managed during runtime using plug- display summary

in interface and runtime management functions 702. 15 :;?é;ﬁi?ggg?s; 1y[0 0]
Service connectivity management function 704 provides L. ;

access to plug-ins 706, 708, 710, 712, and 714 via user inter-

face 716. Service connectivity management .function 704 For each configuration property:

allows an operator to manage the configuration and other

parameters of plug-ins 706, 708, 710, 712, and 714 via user 29

interface 716. Service connectivity management function 704

may be used to obtain information about plug-ins 706, 708, configuration identifier .

710,712, and 714, from plug-ins 706,708, 710, 712, and 714 e colean nteger, i, €t¢)

via user interface 716. For example, service connectivity default value

management function 704 may allow a user to access con- 25 display name

figuration information and other information from plug-ins
706, 708, 710, 712, and 714 via user interface 716. Service
connectivity management function 704 also may be used to

display summary
display description

provide configuration data and other parameter information
to plug-ins 706,708, 710, 712, and 714 via user interface 716.
For example, service connectivity management function 704
allows a user to change configuration and other parameters of
plug-ins 706, 708,710, 712, and 714 via user interface 716. In

30  GetOffPremiseEndpoints  (Integrationldentifier) This
function returns a list of configuration properties for one
or more off-premise endpoints of integration identified
by Integrationldentifier.

For each off-premise endpoint

accordance with an illustrative embodiment, service connec-

tivity management function 704 may employ a common ser- =
vice connectivity management protocol for interaction
between plug-ins 706, 708, 710, 712, and 714 and user inter- endpoint identifier
face 716. Thus, service connectivity management function display name
704 provides a common infrastructure for configuring plug- g;:piy e
ins 706, 708, 710, 712, and 714. 40 configration property[0 ]
Plug-in interface and runtime management functions 702 I3
may provide various functions for installing and managing
plug-ins 706, 708, 710, 712, and 714 during runtime. For For each configuration property
example, plug-in interface and runtime management func-
tions 702 may provide the following function for registering =
aplug-in as an integration provider in hybrid cloud integrator
700. This function causes the plug-in to be loaded into hybrid configuration identifier
cloud integrator 700 and activated. configuration type (boolean, integer, uint, etc)
RegisterIntegrationProvider (ProviderName, Location- zeeg;rlii;ru anonal
Url), where ProviderName is a unique name for the 30 display name
provider and LocationUrl is the physical location of the display summary
provider plug-in. display description
The following functions may be implemented by selected :
ones of plug-ins 706, 708, 710, 712, and 714 and called by
plug-in interface and runtime management functions 702. 3 Add instance of specific capability type. This function
GetlntegrationCapabilities ( ). This function returns one or creates an instance of managed connection type. This
more integration capabilities supported by a plug-in. function creates an instance of name InstanceName of
For each integration type an integration of type IntegrationType with the neces-
sary endpoint configurations.
60 AddIntegration  (Integrationldentifier, InstanceName,
1 o identifl OnPremiseEndpointConfig, OffPremiseEndpointCon-
g};%f;tf;;eem . fig), wherein:
display summary
display configuration
. 65 OnPremiseEndpointConfig

{
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-continued

endpoint identifier
configuration value [0..1]

OffPremiseEndpointConfig

endpoint identifier
configuration value [0..1]
}

configuration value

{

configuration identifier
configuration value

Delete, start, stop the instance of specific integration type.
This function updates an instance of specific capability
type. This function is used to modify an instance of
managed connection type. See AddIntegration ( . . . ).

Deletelntegration (Integrationldentifier, InstanceName)

Get status of specific capability instance. This function is
used to retrieve status data of the managed connection
instance for hybrid cloud integration.

Get logs of specific capability instance. This function is
used to retrieve log data of a service connectivity man-
agement function touchpoint instance.

Unregister plug-in. This function is used to shut down the
plug-in and release all instances.

Plug-in interface and runtime management functions 702
in accordance with an illustrative embodiment may provide
different functions from those functions listed as examples
above.

Plug-ins 706, 708, 710, 712, and 714 may include, for
example and without limitation, one or more of storage cloud
service broker 706, cloud service broker 708, cloud metering
plug-in 710, cloud monitoring plug-in 712, and cloud security
service plug-in 714. In this example, storage cloud service
broker 706 and cloud service broker 708 are examples of
service deployment and integration components 440 in FIG.
4. In this example, cloud metering plug-in 710, cloud moni-
toring plug-in 712, and cloud security service plug-in 714 are
examples of management integration components 442 in
FIG. 4.

Hybrid cloud integrator 700 may be implemented on inte-
gration platform 718. For example, software framework 705
and plug-ins 706, 708, 710, 712, and 714 may be imple-
mented for operation on integration platform 718. Integration
platform 718 comprises hardware 720. Hardware 720 may
include data processing system hardware, such as computer
hardware. For example, without limitation, hardware 720
may include IBM® WebSphere® Data Power 9004 1U appli-
ance hardware. Operating system 722 runs on hardware 720.
For example, without limitation, operating system 722 may
include the IBM® MCP 6.0 embedded LINUX® operating
system. Operating system 722 supports appliance foundation
724. For example, without limitation, appliance foundation
724 may include the IBM® WebSphere® BEDROCK appli-
ance foundation. Runtime environment 726 is at the highest
level of integration platform 718. For example, without limi-
tation, runtime environment 726 may include a JAVA/
sMASH runtime environment. In accordance with an illus-
trative embodiment, integration platform 718 may be
implemented using hardware 720, operating system 722,
appliance foundation 724, and runtime environment 726
components that are different from the components listed as
examples herein.

A hybrid cloud integrator plug-in, in accordance with an
illustrative embodiment, is described in more detail with ref-
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erence to a specific example. Referring now to FIG. 8, ablock
diagram of a cloud service broker plug-in is depicted in accor-
dance with an illustrative embodiment. Cloud service broker
800 is an example of a hybrid cloud integrator plug-in in
accordance with an illustrative embodiment. In accordance
with an illustrative embodiment, cloud service broker 800 is
implemented as a plug-in component of hybrid cloud integra-
tor 802. For example, cloud service broker 800 may be
deployed in a software framework of hybrid cloud integrator
802, in the manner described above, to provide data process-
ing services, provisioning, and management in a hybrid
cloud. Cloud service broker 800 may be configured for a
particular application via a user interface associated with
hybrid cloud integrator 802. Use of cloud service broker 800,
in accordance with an illustrative embodiment, thus central-
izes configuration for cloud access.

Cloud service broker 800 may be, for example, an infra-
structure as a service cloud service broker. An infrastructure
as a service cloud service broker may be used to provision
infrastructure as a service cloud services. Alternatively, cloud
service broker 800 may be configured to provision and man-
age other types of cloud services.

In accordance with an illustrative embodiment, cloud ser-
vice broker 800 may be used by applications 804 to provision
cloud services 806 and 808. For example, applications 804
may include workload management applications 810. Work-
load management applications 810 may be used by consumer
of data processing resources 812, for example, to allocate
portions of consumer workload 814 for processing by cloud
services 806 and 808. Applications 804 may be implemented
on consumer data processing resources 816. For example,
consumer data processing resources 816 may include a com-
puter network that is owned or controlled by consumer of data
processing resources 812 for the exclusive use of consumer of
data processing resources 812.

Cloud services 806 and 808 may be data processing
resources provided as services by public clouds 818 and 820,
respectively. For example, cloud services 806 and 808 may
include infrastructure as a service or other data processing
resources provided as a service by public clouds 818 and 820.
Public clouds 818 and 820 include public cloud interfaces 822
and 824, respectively. Public cloud interfaces 822 and 824 are
the interfaces by which consumer of data processing
resources 812 provisions and manages cloud services 806 and
808 for use. For example, public cloud interfaces 822 and 824
may include different application programming interfaces
that are unique to each of public clouds 818 and 820.
Although two public clouds, public clouds 818 and 820, are
shown in FIG. 8, cloud service broker 800 may be used to
provide cloud service provisioning and management for a
single cloud of any type or for more than two clouds of any
type.

In accordance with an illustrative embodiment, cloud ser-
vice broker 800 provides cloud service broker interface 826.
Cloud service broker interface 826 provides a single vendor
neutral interface for provisioning and managing cloud ser-
vices 806 and 808 from multiple public clouds 818 and 820.
For example, cloud service broker 800 may be made acces-
sible within consumer data processing resources 816 from a
published location. Applications 804 and other users wishing
to use cloud services 806 or 808 may access such services via
cloud service broker interface 826 provided by cloud service
broker 800. Applications 804 and other users requesting
cloud provisioning or management services via cloud service
broker interface 826 need not be aware of cloud specific
configurations and public cloud interfaces 822 and 824.
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Cloud service broker 800 may provide access to multiple
vendor-provided cloud services, such as cloud services 806
and 808 using a centrally managed and administered compo-
nent. For example, in accordance with an illustrative embodi-
ment, cloud service broker 800 provides interface manage-
ment 828 for managing public cloud interfaces 822 and 824 to
public clouds 818 and 820. Cloud service broker 800 inter-
faces with individual vendor-provided cloud services, such as
cloud services 806 and 808 using the appropriate vendor-
specific public cloud interfaces 822 and 824 and associated
protocols. In accordance with an illustrative embodiment,
cloud service broker 800 manages vendor-specific require-
ments transparently to the clients of cloud service broker 800,
such as applications 804. For example, addition, deletion, and
modification in vendor-provided cloud services 806 and 808,
protocols, or application programming public cloud inter-
faces 822 and 824 may be handled by cloud service broker
800 in a manner that is transparent to applications 804 and
other users. Thus, applications 804 are shielded from library
and application programming interface changes at the cloud
level. Applications 804, such as workload management appli-
cations 810, only need be aware of cloud service broker
interface 826 to use cloud services 806 and 808. Applications
804 need not have details of public cloud interfaces 822 and
824 and other access details.

Cloud service broker 800 may support provisioning and
management of cloud services 806 and 808 provided by a
number of different cloud types. In accordance with an illus-
trative embodiment, cloud types supported by cloud service
broker 800 may be defined by cloud type plug-ins 830 to
cloud service broker 800. Individual cloud type plug-ins 830
may be provided for each different cloud type that is sup-
ported by cloud service broker 800. Cloud type plug-ins 830
may define the particular parameters and protocols needed by
cloud service broker 800 to provision and manage cloud
services 806 and 808 on various different types of clouds.
Cloud type plug-ins 830 may come provided with product
832. Cloud type plug-ins 830 that come provided with prod-
uct 832 are provided along with cloud service broker 800
when cloud service broker 800 is first obtained and installed
in hybrid cloud integrator 802. Alternatively, or additionally,
cloud type plug-ins 830 may be downloaded 834 and imple-
mented, configured, and activated in cloud service broker 800
at a later time.

Cloud service broker 800 may be used for provisioning and
management of cloud services 806 and 808 on specific
instances of a cloud type. For example, cloud service broker
800 may be used to provision and manage cloud services 806
and 808 on multiple clouds of a given type or of more than one
type. Cloud service broker 800 may maintain cloud defini-
tions 836 for each such cloud instance. Cloud definitions 836
define the details of cloud instances of various cloud types
supported by cloud service broker 800. Each such cloud
instance is defined by unique attributes that are specified in
cloud definitions 836. Cloud instances may be identified in
cloud definitions 836 by an identifying cloud name or handle
and the associated cloud instance attributes. The cloud name
isused as an external key that is used by the system to identify
automatically which cloud to address. Cloud attributes may
include, for example and without limitation, cloud type, end-
point address, and location data. The cloud type may be
identified based on supported application programming inter-
faces. For example, IBM Compute Cloud and Amazon EC2
Cloud are examples of cloud types. The cloud end-point
address may be, for example, a universal resource locator.
The cloud location includes cloud type specific location data.
These details may be saved by cloud service broker 800 as
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cloud definitions 836. Applications 804, or other users of
cloud service broker 800, may use the name associated with
one of cloud service broker 800 cloud definitions 836 to direct
workload to cloud services 806 and 808 on the corresponding
cloud instance.

Examples of cloud service broker 800 cloud definitions
836 include the following:

CloudName: IBMCCSBY; CloudType: IBMCC; Cloud-
EndPoint: https://www-180.ibm.com/cloud/enterprise/
beta; CloudLocation: 2.

CloudName: IBMCCRAL,; CloudType: IBMCC; Cloud-
EndPoint: https://www-147.ibm.com/cloud/enterprise;
CloudLocation: 1.

CloudName: EC2USEAST; CloudType:
CloudLocation: us-east-1a.

In accordance with an illustrative embodiment, cloud ser-
vice broker 800 may be used to provision cloud services 806
and 808 for any number of defined cloud types and instances
of those cloud types. Cloud service broker 800 also may
provide an extensible set of service handlers 838. For
example, cloud service broker 800, in accordance with an
illustrative embodiment, may provide a framework for han-
dling custom service call parameters, exception handling, and
result handling. An abstract class may be used to provide a
common framework for all cloud type service implementa-
tions. A list of common services in the framework may be
extended without the prerequisite of having all cloud type
plug-ins 830 updated first. Cloud service broker 800 may
default to an exception for any not yet implemented cloud
type plug-ins. For example, cloud service broker 800 may
default to UnsupportedCloudServiceException for any not
yet implemented cloud type plug-ins.

Examples of service handlers 838 that may be supported by
cloud service broker 800 may include, without limitation, one
or more of the following:

AMZEC2;

listAddresses

listAddress addressed

listImages

listImage imageID

listInstances

listInstances instance ID

make Address

makelmage instancelD imageName <imageDescription>

makelnstance imagelID instanceName instanceType <addressID>

restartInstance imageID

deleteAddress addressID

deleteImage imageID

deleteInstance instanceID

registerCloudDefinition CloudName CloudType <CloudEndPoint>
<CloudLocation>

unregisterCloudDefinition CloudName

In accordance with an illustrative embodiment, cloud ser-
vice broker 800 may provide an administrative control point
for enforcement of policies 840. Policies 840 may be defined
by consumer of data processing resources 812 or another
entity to define limits or conditions for provisioning services
by cloud service broker 800. For example, policies 840 may
define or limit the cloud types or cloud instances that may be
provisioned by cloud service broker 800 or the conditions
under which cloud services may be provisioned by cloud
service broker 800.

Turning now to FIG. 9, a block diagram of an event corre-
lation service is depicted in accordance with an illustrative
embodiment. In this example, event correlation service 900 is
an example of one implementation of event correlation and
aggregation function 474 in FIG. 4. Event correlation service



US 9,128,773 B2

33

900 may be deployed on top of a hybrid cloud monitoring
system. For example, event correlation service 900 may be
deployed in association with a monitoring infrastructure,
such as monitoring infrastructure 468 in FIG. 4. In this case,
event correlation service 900 may correlate and aggregate
events across a hybrid cloud that are provided to event corre-
lation service 900 by the associated monitoring infrastruc-
ture.

In accordance with an illustrative embodiment, event cor-
relation service 900 includes event correlation service soft-
ware framework 902. Event correlation service software
framework 902 may be a modular framework for designing
and deploying event correlation software plug-ins 904.

Event correlation service software framework 902 may
provide application programming interface 905. Application
programming interface 905 may provide for the runtime
instantiation of a number of event correlation software
instances 906 of event correlation software plug-ins 904. For
example, without limitation, one of event correlation soft-
ware instances 906 may be deployed per workload instance.
Alternatively, one of event correlation software instances 906
may perform correlations across multiple workload
instances. For example, one of event correlation software
instances 906 may perform correlations across multiple
workload instances of the same type. Event correlation soft-
ware instances 906 may be configured for monitoring and
correlating workload specific events across hybrid cloud 908.
Application programming interface 905 also may be config-
ured to allow a user to specify workload specific parameters
910 for event correlation software instances 906. In accor-
dance with an illustrative embodiment, application program-
ming interface 905 may be common to all event correlation
software plug-ins 904 in event correlation service 900. There-
fore, parameters for all event correlation software plug-ins
904 in event correlation service 900 may be displayed and
configured using the same application programming interface
905.

In accordance with an illustrative embodiment, event cor-
relation software plug-ins 904 may provide functions for
monitoring and correlating events of specific types and from
specific sources. Event correlation software plug-ins 904 may
be key performance indicator specific. Therefore, event cor-
relation software instances 906 of event correlation software
plug-ins 904 may be configured to correlate specific types of
events aggregated over hybrid cloud 908 processing a work-
load.

For example, without limitation, hybrid cloud 908 may
include data processing services 912 on public cloud 918,
data processing services 914 on public cloud 920, and data
processing services 916 on private cloud 922. Data process-
ing services 912, 914, and 916 may be configured and oper-
ated to process a consumer workload. In this example, events
that occur in data processing services 912, 914, and 916
during processing of the consumer workload may be corre-
lated and aggregated by event correlation service 900. In one
example, without limitation, event correlation service 900
may be implemented on private cloud 922. In this case, pri-
vate cloud 922 may be a data center operated by the consumer
and may be used to process all or parts of the consumer
workload. In other embodiments, event correlation service
900 may be implemented at any other location in hybrid cloud
908 or outside of hybrid cloud 908. For example, without
limitation, event correlation service 900 may be offered as a
cloud based event correlation service.

Data processing services 912, 914, and 916 may be moni-
tored during processing of the workload by data processing
services 912,914, and 916. Monitored data obtained by moni-
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toring data processing services 912, 914, and 916 during
processing of the workload may be aggregated and provided
to event correlation service 900. Monitored data from data
processing services 912, 914, and 916 may be obtained and
reported to event correlation service 900 in any appropriate
manner. For example, without limitation, monitored data
from data processing services 912, 914, and 916 may be
obtained and provided to event correlation service 900 by
monitoring infrastructure 924 using hybrid cloud integrator
926 in the manner described elsewhere in this application.
The flow of monitored data from data processing services
912, 914, and 916 distributed through hybrid cloud 908 to
event correlation service 900 via monitoring infrastructure
924 using hybrid cloud integrator 926 is shown by solid lines
928, 930, 932, 934, and 936 in FIG. 9.

Monitored data from data processing services 912, 914,
and 916 may be received by event correlation service soft-
ware framework 902 in event correlation service 900. Event
correlation service software framework 902 then may provide
the monitored data to event correlation software instances
906 for processing. From the point of view of event correla-
tion software instances 906, the route of monitored data from
data processing services 912, 914, and 916 to event correla-
tion software instances 906 is not important. Therefore, to
describe an illustrative embodiment of event correlation ser-
vice 900 more generically, it may be said simply that moni-
tored data from data processing services 912, 914, and 916
may be provided to event correlation software instances 906
for processing, as shown by dashed lines 938, 940, and 942 in
FIG. 9.

In accordance with an illustrative embodiment, event cor-
relation software instances 906 are instances of event corre-
lation software plug-ins 904. Event correlation software plug-
ins include correlation parameters 944. Correlation
parameters 944 may be plug-in specific, workload specific, or
both. Correlation parameters 944 may define, in whole or in
part, the event correlation functions that will be performed by
event correlation software instances 906 of event correlation
software plug-ins 904. The event correlation functions may
be defined as functions of data monitored by monitoring
infrastructure 924. For example, without limitation, correla-
tion parameters 944 for event correlation software plug-ins
904 may define event correlation functions for specific types
of events or events from specific sources. Thus, event corre-
lation software plug-ins 904 may be specialized for specific
types of event correlation.

Event correlation service 900 may be used to correlate
many different types of events. For example, without limita-
tion, event correlation service 900 may be used to correlate an
event of aggregate average resource utilization by a workload
exceeding or falling below specified thresholds. Different
types of resources may be of importance to workloads. There-
fore, the thresholds may be defined in terms of various data
processing resource characteristics. For example, some
workloads may be sensitive to available CPU cycles. Other
workloads may be sensitive to memory or disk capacity or
other data processing resource characteristics. Some work-
loads may have more complex thresholds, such as maximum
or minimum resource utilization, average response time,
throughput, or other thresholds or combinations of thresh-
olds. In accordance with an illustrative embodiment, an appli-
cation, workload, or information technology administrator
may respond to different types of key performance indicators
by using event correlation service 900 to define events
accordingly.

To correlate events for a specific workload being processed
in hybrid cloud 908, event correlation software instances 906
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are created from selected event correlation software plug-ins
904 for the specific types of event correlation to be performed.
Event correlation software instances 906 inherit correlation
parameters 944 from event correlation software plug-ins 904
from which they are created. Event correlation software
instances 906 also may be provided workload specific param-
eters 910. Workload specific parameters 910 may modify the
event correlation functions defined by event correlation soft-
ware plug-ins 904 for a specific workload. Monitored data
from data processing services 912, 914, and 916 processing
the workload is processed by event correlation software
instances 906, using correlation parameters 944 inherited
from event correlation software plug-ins 904 and workload
specific parameters 910, to identify events of interest that
occur in hybrid cloud 908 during processing of the workload.

For example, without limitation, processing of monitored
data from data processing services 912, 914, and 916 by event
correlation service software instances 906 may include cor-
relating the monitored data from data processing services
912, 914, and 916 that are processing a workload in hybrid
cloud 908 to provide correlated data. Event correlation ser-
vice software instances 906 then may determine whether the
correlated data exceeds a threshold. The occurrence of an
event of interest may be identified in response to a determi-
nation that the correlated data exceeds the threshold. The data
to be correlated, methods of correlation, and thresholds
employed by event correlation software instances 906 may be
defined by correlation parameters 944, workload specific
parameters 910, or both.

A hierarchy of event correlation software instances 906
may be used to define and correlate complex events for moni-
toring complex workloads in hybrid cloud 908. For example,
the results of event correlation by a number of correlation
software instances 906 may be provided via event correlation
service software framework 902 to other correlation software
instances 906 for further processing. Thus, events may be
further aggregated and correlated across multiple correlation
software instances 906 to derive and correlate higher level
complex events of interest.

Event correlation software instances 906 may employ quo-
rum rules 945 for processing data from data processing ser-
vices 912, 914, and 916. Quorum rules 945 may be provided
as correlation parameters 944 in event correlation software
plug-ins 904. Alternatively, or additionally, quorum rules 945
may be provided as workload specific parameters 910. Fur-
thermore, quorum rules 945 may be managed dynamically.
For example, without limitation, quorum rules 945 may be
managed dynamically by workload manager 946 using appli-
cation programming interface 905 provided by event corre-
lation service software framework 902.

Quorum rules 945 define an event horizon over which
events of interest are aggregated. Quorum rules 945 may
define a quorum number of data processing services from
which relevant monitored data must be received in a defined
time period before the data is processed by event correlation
software instances 906 to identify the occurrence of events of
interest. The quorum number of data processing services may
be less than the total number of data processing services that
are processing a workload in hybrid cloud 908. For example,
due to the fact that data processing services 912,914, and 916
processing a workload may be distributed throughout hybrid
cloud 908, it is possible that data from one or more of data
processing resources 912, 914, and 916 that may be used by
event correlation software instances 906 to identify events
may be delayed or lost. However, quorum rules 945 may
specify that if relevant data is received from at least the
quorum number of data processing resources 912, 914, and
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916 within the defined time period, then event correlation
software instances 906 may proceed to process the data that
was received to identify events of interest occurring during
processing of the workload.

An output may be provided, directly or indirectly, to work-
load manager 946, or to another device, system, or process,
for events of interest that are identified by event correlation
service 900. For example, without limitation, an output for
events of interest that are identified by event correlation ser-
vice 900 may be provided from event correlation software
instances 906 to workload manager 946 via event correlation
service software framework 902. Workload manager 946 then
may respond proactively or reactively to the events of interest
in an appropriate manner. For example, without limitation,
actions that workload manager 946 may take or initiate in
response to the occurrence of events of interest may include
accessing other types of data processing services, triggering
alerts, starting or stopping data processing services, or other
appropriate actions or combinations of actions.

Workload manager 946, or another user, may select the
event correlation software instances 906 that are to be created
to provide event correlation for a specific workload being
processed in hybrid cloud 908. For example, using applica-
tion programming interface 905 provided by event correla-
tion service software framework 902, workload manager 946
oranother user may select event correlation software plug-ins
904 and workload specific parameters 910 for creating event
correlation software instances 906 to perform the desired
event correlation for the specific workload.

In some cases, workload manager 946 or another user may
determine that event correlation software plug-ins 904 for
providing a desired type of event correlation may not be
registered with event correlation service software framework
902. In this case, workload manager 946 or another user may
use application programming interface 905 provided by event
correlation service software framework 902 to load and reg-
ister event correlation software plug-ins 904 for providing the
desired type of event correlations with event correlation ser-
vice software framework 902. Event correlation software
instances 906 then may be created from the newly loaded and
registered event correlation service software plug-ins 904.

Data processing services 912, 914, and 916 provisioned in
hybrid cloud 908 to process a workload may change dynami-
cally. For example, data processing services 912, 914, and
916 may be stopped, started, added as new resources, and/or
may perform different types of functions as workload man-
ager 946 redistributes workload processing among available
data processing resources in hybrid cloud 908. In accordance
with an illustrative embodiment, event correlation service
900 is capable of adapting to such dynamic changes in the
composition of data processing services 912, 914, and 916
processing a workload. For example, workload manager 946
may use application programming interface 905 provided by
event correlation service software framework 902 to start,
stop, and/or change event correlation software instances 906
as necessary in response to any change in the composition of
data processing resources 912, 914, and 916 processing a
workload.

Event correlation service software framework 902 may
comprise event correlation service core 909. For example,
without limitation, in one embodiment, event correlation
software plug-ins 904 may be a Java Class or an archived
collection of classes (jar) where at least one class implements
plug-in interface PluginIntf. PluginIntfextends Runnable and
adds a single method:

public void selfConfigure (Properties conf, String name,
String alias), where
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conf contains the content of an event correlation service
properties file,

name is the name of the plug-in type, and

alias is the name of the instance of the plug-in type.
Together, name and alias uniquely identify the plug-in.

Event correlation service core 909 may periodically check
the event correlation service properties file. When a new
plug-in instance of a specific plug-in type (i.e., class) is
detected and its “enable” property is true, the event correla-
tion service core 909 may instantiate the plug-in class with the
properties from the event correlation service properties file
pertaining to this plug-in instance, identified by alias, using
the selfConfigure method of the plug-in interface. A direct
call to the event correlation service core 909 may force it to
immediately instantiate a new plug-in. Event correlation soft-
ware plug-ins 904 may be disabled by setting an “enable”
property to false.

Event correlation service 900 may be implemented using
runtime container 901. For example, without limitation, runt-
ime container 901 may be implemented using IBM Netcool/
Impact runtime container.

Referring now to FIG. 10, a flowchart of a process for
hybrid cloud monitoring is depicted in accordance with an
illustrative embodiment. The method illustrated in FIG. 10
may be implemented, for example, in data processing envi-
ronment 400 and using hybrid cloud integrator 430 in FIG. 4
orin data processing environment 500 and using hybrid cloud
integrator 520 in FIG. 5. The process illustrated in FIG. 10
may be used to provide monitoring of data processing
resources in a hybrid cloud environment. For example, the
process illustrated in FIG. 10 may be used to obtain data from
a number of data processing services processing a workload
in a hybrid cloud for use by an event correlation service, such
as event correlation service 900 in FIG. 9. In this example, the
hybrid cloud integrator is assumed to be implemented on a
consumer side of the hybrid cloud. For example, the hybrid
cloud integrator may be implemented in a physical server or
in a virtual server deployed in the on-premise consumer data
processing resources on the consumer side of the hybrid
cloud.

Hybrid cloud monitoring, in accordance with an illustra-
tive embodiment, may begin with setting up a hybrid cloud
integrator with a cloud service broker, cloud security service,
and cloud monitoring service plug-ins (step 1000). For
example, step 1000 may include loading the appropriate plug-
ins into the hybrid cloud integrator framework. In other cases,
one or more of the appropriate plug-ins already may be in
place in the hybrid cloud integrator.

The hybrid cloud integrator then may be connected to the
network so it can access consumer side data processing
resources as well as provider side data processing resources
(step 1002). The network access may be from inside the
consumer network infrastructure and the access to provider
side resources may be restricted because of firewalls and
proxy servers at the boundary of the consumer side network
and external networks including the network where the pro-
vider side resources are located.

The hybrid cloud monitoring service in the hybrid cloud
integrator then may be configured via the hybrid cloud inte-
grator user interface (step 1004). For example, step 1004 may
include configuring the cloud monitoring service on the
hybrid cloud integrator as a provider of monitoring data for
cloud provided services to a monitoring infrastructure. The
monitoring infrastructure may be implemented on the con-
sumer side of the hybrid cloud. Step 1004 may include using
the hybrid cloud integrator user interface to configure the
cloud monitoring service as a new consumer side provider to
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the monitoring infrastructure. For example, this configuration
step may include, without limitation, providing a name,
description, and role for the cloud monitoring service acting
as a provider to the monitoring infrastructure. Parameters to
be provided as part of the configuration step may include,
without limitation, identification of the host server for the
monitoring infrastructure, identification of a port for commu-
nicating with the monitoring infrastructure, identification of
anaddress for the consumer side monitoring gateway that will
communicate with the monitoring infrastructure, and identi-
fication of a protocol for communication between the con-
sumer side monitoring gateway and the monitoring infra-
structure.

Step 1004 also may include configuring the cloud moni-
toring service on the hybrid cloud integrator by identifying
the service or services to be monitored on the provider side of
the hybrid cloud. This step may include creating a new pro-
vider side service participant to be monitored. For example,
this step may include, without limitation, identitfying a name,
description, and role of the cloud service to be monitored.
Parameters to be provided at this part of the configuration
may include, without limitation, an end-point address and
location for the cloud service to be monitored. For example,
without limitation, the end-point address may be provided as
a universal resource locater address for the cloud service to be
monitored.

A provider side monitoring gateway then is established and
a provider side monitoring agent is set up, configured, and
started (step 1006). The provider side monitoring gateway
may be provided on the provider side of a firewall that sepa-
rates the provider side from the consumer side of a hybrid
cloud. For example, the provider side of the hybrid cloud may
be provided on a public cloud. Step 1006 may be imple-
mented using the services of the cloud service broker and the
cloud security service. In one example, step 1006 may include
automated instantiation and configuration of the provider side
monitoring gateway using the services of the cloud service
broker. In another example, step 1006 may include setting up
an existing provider side monitoring gateway for use with the
provider side monitoring agent. Step 1006 may include
receiving via the hybrid cloud integrator a user selection
indicating the process to be used to establish the provider side
monitoring gateway. Step 1006 may include providing con-
figuration parameters for the provider side monitoring gate-
way to the hybrid cloud integrator via the hybrid cloud inte-
grator user interface. Such configuration parameters may
include, without limitation, identification of a monitoring
gateway image to be used to establish the provider side moni-
toring gateway and an address for the provider side monitor-
ing gateway. For example, without limitation, the address for
the provider side monitoring gateway may be provided as an
internet protocol address. In any case, the provider side moni-
toring agent may monitor processing on the provider side of
the hybrid cloud and provide resulting monitored data to the
provider side monitoring gateway.

A consumer side monitoring gateway is configured and
started on the consumer side of the hybrid cloud (step 1008).
For example, step 1008 may include implementing the con-
sumer side monitoring gateway by a cloud monitoring service
plug-in to the hybrid cloud integrator. The consumer side
monitoring gateway provides the source of provider side
monitoring information to a monitoring infrastructure for
monitoring resources on the provider side of the hybrid cloud.
Step 1008 may include configuring the consumer side moni-
toring gateway to communicate with the monitoring infra-
structure.
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A connection between the consumer side monitoring gate-
way and the monitoring infrastructure is then set-up (step
1010). The monitoring infrastructure may be implemented in
the consumer side data processing system. Thus, the moni-
toring infrastructure may be on the same side of the firewall as
the consumer side monitoring gateway. The monitoring infra-
structure may be implemented using a number of commer-
cially available products for monitoring the operation of data
processing resources. In another embodiment, cloud based
monitoring services may be used instead of a physical moni-
toring infrastructure.

A connection between the consumer side monitoring gate-
way and the provider side monitoring gateway is then set-up
(step 1012). The connection between the consumer side
monitoring gateway and the provider side monitoring gate-
way may be established as a secure connection through the
firewall that separates the consumer side from the provider
side of the hybrid cloud.

Connections between monitoring agents on consumer side
service instances and the monitoring infrastructure are set-up
(step 1014). The consumer side monitoring agents provide
monitoring information related to operation of the consumer
side service instances to the monitoring infrastructure. The
consumer side monitoring agents may be on the same side of
the firewall as the monitoring infrastructure. Therefore, the
consumer side monitoring agents may be set-up to push
monitoring information to the monitoring infrastructure as
such information is detected or generated by the consumer
side monitoring agents.

Connections between monitoring agents on provider side
service instances and the provider side monitoring gateway
are set-up (step 1016). The provider side monitoring agents
provide monitoring information related to operation of the
provider side service instances to the provider side monitor-
ing gateway. For example, a monitoring agent may be
installed and configured for each of several public cloud
service instances to be monitored. Each public cloud side
monitoring agent may be configured to monitor desired oper-
ating conditions of a public cloud service instance. Each
public cloud side monitoring agent is configured to provide
monitoring information to the provider side monitoring gate-
way. The provider side monitoring gateway is configured to
receive the monitoring information from the public cloud side
monitoring agents. Provisioning resources for the public
cloud side monitoring agents and installing and configuring
the monitoring agents may be performed remotely using
appropriate service deployment component and management
integration component plug-ins in a hybrid cloud integrator in
accordance with an illustrative embodiment.

Monitored data, received from the provider side monitor-
ing agents by the provider side gateway, is transferred from
the provider side monitoring gateway to the consumer side
monitoring gateway (step 1018). Step 1018 may include
transferring data through the firewall separating the consumer
side from the provider side of the hybrid cloud. Therefore, for
security reasons, step 1018 may be implemented by pulling
data from the provider side monitoring gateway for transferto
the consumer side monitoring gateway. The provider side
monitoring gateway may not be allowed to push data through
the firewall to the consumer side of the hybrid cloud. Security
of'the consumer’s data processing resources is maintained in
this process since no data is pushed across the firewall from
the provider side of the hybrid cloud.

The monitoring information pulled from the provider side
gateway may be provided to the monitoring infrastructure via
the consumer side gateway. From the point of view of the
monitoring infrastructure, the consumer side gateway pro-
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vides monitoring information in the same manner as a con-
sumer side monitoring agent for monitoring data processing
resources on the consumer side of the hybrid cloud. With
monitoring information for consumer side data processing
resources provided by the consumer side monitoring agents
and monitoring information for provider side data processing
resources provided by the consumer side gateway, a monitor-
ing infrastructure is able to monitor simultaneously the opera-
tion of data processing resources on both sides of a hybrid
cloud.

It may be determined that a new service instance to be
monitored has been established on the provider side of the
hybrid cloud (step 1020). In response to determining that a
new service instance has been established, a provider side
monitoring agent may be started on the new instance and
connected to the provider side monitoring gateway (step
1022). Step 1022 may include provisioning for the new moni-
toring agent on the provider side of the hybrid cloud and
installing and configuring the new monitoring agent on the
provider side of the hybrid cloud using the appropriate hybrid
cloud integrator plug-ins. Step 1022 also may include con-
figuring the provider side monitoring gateway to receive
monitoring information from the new provider side monitor-
ing agent. For example, step 1022 may include using the
cloud security service plug-in in the hybrid cloud integrator to
implement security policies that allow for communication
between the new provider side monitoring agent and the
provider side monitoring gateway. Security policies that
allow for communication between the new provider side
monitoring agent and the provider side monitoring gateway
may be implemented, for example, by adding the new pro-
vider side monitoring agent to an appropriate security zone
that also includes the provider side monitoring gateway. The
new provider side monitoring agent then may monitor the
operation of the new service instance and provide monitoring
information to the provider side monitoring gateway for
transfer to the monitoring infrastructure via the consumer
side monitoring gateway as described above.

It also may be determined that a service instance that was
being monitored has been closed or otherwise will not be
monitored for some reason (step 1024). In response to deter-
mining that monitoring of a service instance is to be stopped,
the monitoring connection to the closed service instance is
disconnected (step 1026). If the closed service instance is on
the consumer side of the hybrid cloud, step 1026 may include
disconnecting the connection between a monitoring agent on
the consumer side service instance and the monitoring infra-
structure. If'the closed service instance is on the provider side
of the hybrid cloud, step 1026 may include closing the con-
nection between the provider side monitoring gateway and
the provider side monitoring agent for the closed instance.
Closing the connection between the provider side monitoring
gateway and the provider side monitoring agent for the closed
instance may include configuring the provider side monitor-
ing gateway to no longer receive information from the moni-
toring agent for the closed instance. For example, step 1026
may include using the cloud security service plug-in in the
hybrid cloud integrator to implement security policies that
prevent further communication between a provider side
monitoring agent and the provider side monitoring gateway.
Security policies that prevent communication between the
provider side monitoring agent and the provider side moni-
toring gateway may be implemented, for example, by remov-
ing the provider side monitoring agent for the closed instance
from the security zone that also includes the provider side
monitoring gateway. Step 1026 also may include closing the
monitoring agent that is no longer needed. Closing the moni-
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toring agent that is no longer needed allows data processing
resources that were being used for the closed monitoring
agent to be released.

After closing a service instance on the provider side of a
hybrid cloud, it may be determined that there are no more
service instances running on the provider side or otherwise
that are to be monitored (step 1028). In response to determin-
ing that there are no longer any provider side service instances
to be monitored, the provider side monitoring gateway may
be closed (step 1028), with the process terminating thereafter.
Closing the provider side monitoring gateway when there are
no longer any provider services to be monitored allows the
provider services that were being used for the provider side
gateway to be released.

Returning now to step 1020, in response to determining
that a new service instance has not been established, the
process proceeds to step 1024 to determine that a service
instance that was being monitored has been closed or other-
wise will not be monitored for some reason. In response to
determining that monitoring of a service instance is not to be
stopped, the process iterates back to step 1018 and monitored
data is transferred from the provider side monitoring gateway
to the consumer side monitoring gateway.

Returning now to step 1028, in response to determining
that there are provider side service instances to be monitored,
the process iterates back to step 1018 and monitored data is
transferred from the provider side monitoring gateway to the
consumer side monitoring gateway.

In some cases, it may not be desirable to close the provider
side monitoring gateway and release the corresponding pro-
vider data processing resources immediately when it is deter-
mined that there are no remaining provider side service
instances to be monitored. For example, in some cases, it may
be expected that monitoring of provider side services will be
restarted after only a short intermission. In these cases, it may
be preferred to keep the provider side gateway in place but
inactive even when there are no provider side service
instances to be monitored. This allows the provider side
monitoring gateway to be restarted quickly when new pro-
vider side service instances to be monitored are started. If the
provider side monitoring gateway was closed and the corre-
sponding provider side resources released, resources would
need to be re-provisioned for the provider side monitoring
gateway on the provider side of the hybrid cloud and the
provider side monitoring gateway reinstalled and configured
when new provider side service instances to be monitored are
started. This process of provisioning, installing, and config-
uring a new provider side monitoring gateway would take
much longer than restarting a temporarily deactivated gate-
way.

Turning now to FIG. 11, a flowchart of a process for cor-
relating events in data processing resources processing a
workload is depicted in accordance with an illustrative
embodiment. For example, the process depicted in FIG. 11
may be implemented in event correlation service 900 in FIG.
9 for correlating events occurring during processing of a
workload by data processing services distributed through a
hybrid cloud.

The process may begin by receiving a request to correlate
events in data processing resources processing a workload
(operation 1102). Operation 1102 may include receiving a
request from a workload manager or other user to correlate
events occurring during processing of a workload by data
processing services distributed through a hybrid cloud. It then
may be determined whether a software plug-in for the desired
type of event correlation to be performed is registered in the
event correlation service (operation 1104). Ifa software plug-
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in for the desired type of event correlation to be performed is
not registered in the event correlation service, a software
plug-in for the desired type of event correlation to be per-
formed may be loaded and registered (operation 1106).

After loading and registering a software plug-in for the
desired type of event correlation to be performed, or if it is
determined at operation 1104 that a software plug-in for the
desired type of event correlation to be performed is already
registered in the event correlation service, an instance of the
software plug-in may be created (operation 1108). The event
correlation software instance inherits correlation parameters
for the desired type of event correlation from the software
plug-in. The event correlation software instance also may be
created to include workload specific event correlation param-
eters. Monitored data is then received by the event correlation
software instance from the data processing resources process-
ing the workload (operation 1110). For example, operation
1110 may include receiving the monitored data from data
processing resources distributed in a hybrid cloud via a moni-
toring infrastructure using a hybrid cloud integrator, as
described elsewhere herein. If quorum rules are used by the
event correlation software instance, it may be determined
whether the quorum rules are satisfied (operation 1112). For
example, the quorum rules may be satisfied if the appropriate
data is received from at least a quorum number of data pro-
cessing resources in the hybrid cloud within a defined time
period. If the quorum rules are not satisfied, the process may
return to operation 1110 and the event correlation software
instance may continue to receive monitored data from the
data processing resources in the hybrid cloud until the quo-
rum rules are satisfied.

Ifthe quorum rules are satisfied, the monitored data may be
processed by the event correlation software instance to iden-
tify the occurrence of an event of interest (operation 1114).
The correlation parameters inherited from the software plug-
in and any workload specific parameters may be used by the
event correlation software instance for processing of the
monitored data to identify an event of interest. For example,
without limitation, operation 1114 may include correlating
monitored data from a plurality of data processing resources
processing a workload to provide correlated data, determin-
ing whether the correlated data exceeds a threshold, and iden-
tifying the occurrence of an event of interest in response to a
determination that the correlated data exceeds the threshold.
An output may be provided in response to identifying the
occurrence of an event of interest (operation 1116). For
example, operation 1116 may include providing the output to
a workload manager or other user so that an appropriate
action may be taken. The process may then continue with
repeating operations 1110, 1112, 1114, and 1116 as long as
event correlation for the workload continues to be desired.

Turning now to FIGS. 12A-12B, flowcharts of a process for
workload overflow management are depicted in accordance
with an illustrative embodiment. For example, without limi-
tation, the process of FIGS. 12A-12B may be implemented in
data processing environment 400 using hybrid cloud integra-
tor 430 in FIG. 4 and using event correlation service 900 in
FIG. 9. The process illustrated in FIGS. 12A-12B is an
example of workload overflow management, in accordance
with an illustrative embodiment, in which a consumer work-
load may be processed in part on a consumer side of a hybrid
cloud and in part on a provider side of the hybrid cloud.

Managing workload overflow, in accordance with an illus-
trative embodiment, may begin with setting up a hybrid cloud
integrator with a cloud service broker and monitoring plug-
ins (operation 1200). The cloud service broker plug-in may be
configured and set up for integrating provisioning services on



US 9,128,773 B2

43

a consumer data processing system with provisioning ser-
vices on the provider side of a hybrid cloud (operation 1202).
The monitoring plug-in may be set up and configured to
establish hybrid cloud monitoring across data processing ser-
vices on the provider side and on a consumer side of the
hybrid cloud (operation 1204). Step 1204 may be imple-
mented, for example, using the method illustrated in FIG. 10.

An event correlation service may be set up and configured
(operation 1206). The event correlation service aggregates
and correlates monitored data from the consumer data pro-
cessing resources and services and the provider data process-
ing resources and services that are processing the consumer
workload. The event correlation service may be set-up and
configured for aggregating and correlating events that are
specific to the workloads being processed. For example,
operation 1206 may include instantiating one or more
instances of a number of event correlation software plug-ins
in the event correlation service. Instantiation of the various
event correlation software instances may be accomplished via
an application programming interface provided by an event
correlation service software framework.

One or more workload overflow thresholds may be defined
(operation 1208). The workload overflow thresholds may be
defined based on a number of policies for operating a hybrid
cloud to process the consumer workload. The workload over-
flow thresholds may be defined by workload specific param-
eters for a number of the event correlation software instances
instantiated in operation 1206. For example, operation 1208
may include defining workload specific parameters for the
number of event correlation software instances via the appli-
cation programming interface provided by the event correla-
tion service software framework.

A workload manager then may be set up and configured,
and processing of the workload may be started (operation
1210). The workload manager may initialize workload pro-
cessing by provisioning and configuring sufficient resources
and services on the consumer side of a hybrid cloud to meet
the consumer’s workload demand. In accordance with an
illustrative embodiment, the workload manager also may use
the services and resources on the provider side of the hybrid
cloud for workload processing. The distribution of the con-
sumer’s workload between the consumer side and the pro-
vider side of a hybrid cloud may be defined by a number of
policies. The workload manager keeps track of the various
portions of the consumer workload that are being processed
on the consumer’s data processing resources and on provider
data processing resources. Operation 1210 may include mak-
ing the workload manager aware that the event correlation
service is correlating and aggregating monitored events from
across the hybrid cloud as the workload is being processed.

Monitoring of the workload and correlation of detected
events is started (operation 1211). As a workload is processed
on the consumer’s data processing resources, and perhaps
also on provider data processing resources, the event corre-
lation service may continuously aggregate and correlate
detected events across multiple monitored resources. For
example, such event correlation and aggregation may be pro-
vided by the number of event correlation software instances
in the event correlation service.

Based on event aggregation and correlation by the event
correlation service, it may be determined that a workload
overflow threshold has been exceeded (operation 1212). For
example, operation 1212 may be performed by an event cor-
relation software instance in the event correlation service
using a workload overload threshold defined by the workload
specific parameters for the event correlation software
instance. In response to a determination that the workload
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overflow threshold has been exceeded, a service request may
be sent to the workload manager (operation 1214). The ser-
vice request may provide information on the overtlow situa-
tion including an indication of the severity or urgency of the
situation or an expected trend. This information may be pro-
vided by the event correlation service based on an evaluation
of detected events. For example, the service request may be
generated by the event correlation software instance detecting
the overflow condition. The workload manager may receive
the service request and send an acknowledgment (operation
1216). For example, upon receiving the service request, the
workload manager may send a response to the event correla-
tion service to indicate that the service request has been
received.

The workload manager then may process the service
request, apply policies, and determine the appropriate action
to take in response to the overflow condition (operation
1217). Information technology administrators, business deci-
sion makers, and others responsible for managing the work-
load and business processes may set and change specific
policies from time to time to best satisfy the needs of the
business or other consumer of data processing resources.
Based on the policies applied to the determined overflow
condition, the workload manager may determine that the
appropriate response to the overflow condition is to process
the workload overflow with provider services on the provider
side of a hybrid cloud (operation 1218).

If it is decided at operation 1218 to process the workload
overflow with provider services, the workload manager may
invoke the cloud service broker plug-in in the hybrid cloud
integrator for provisioning the required services on the pro-
vider resources (operation 1220). Workload specific services
may need to be provisioned and configured and appropriate
data made available for processing a portion of the consumer
workload using provider data processing resources. Opera-
tion 1220 may be performed using the cloud service broker
application programming interface. The cloud service broker
plug-in then may provision the required services for the work-
load overflow using the provider resources (operation 1222).
Operation 1222 may include invoking by the cloud service
broker the provider’s service provisioning specific applica-
tion programming interface to provision the desired service
on the provider side of the hybrid cloud on behalf of the
workload manager. When the appropriate service is provi-
sioned, a handle to the provisioned service on the provider
data processing resources may be made available to the cloud
service broker. The cloud service broker may return the
handle to the provisioned services to the workload manager
(operation 1224). The handle allows the workload manager to
make use of the provisioned resources for workload process-
ing. For example, if the service provisioned by the cloud
service broker is an infrastructure as a service, a virtual
machine instance may be created from a specified image and
provisioned with the requested amount of processing units,
random access memory, and disk capacity. The virtual
machine instance may be assigned an instance identity num-
ber and a network address. Access to the service may be
granted to a workload specific user. The cloud service broker
passes this information to the workload manager.

The provisioned services may be configured to process an
overflow portion of the consumer’s workload on the provider
resources (operation 1226). Operation 1226 may be per-
formed by the workload manager and may include, for
example, initializing the service by providing specific work-
load parameters, providing access credentials, setting up
secure connectivity between the consumer’s data processing
resources, services, and data sources and the newly provi-
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sioned service on the provider data processing resources, and
making portions of the consumer’s workload available for
processing by the newly provisioned service. After configur-
ing the provisioned services, processing of the workload
including the newly provisioned services may be started (op-
eration 1228). For example, the effect of operations 1220
through 1228 may be to shift processing of a portion of the
consumer’s workload from consumer data processing
resources on the consumer side of a hybrid cloud to provider
data processing resources on the provider side of the hybrid
cloud in response to detecting an overflow condition on the
consumer’s data processing resources.

The workload manager may inform the event correlation
service of the new topology for processing the workload,
including the new service instance. For example, a handle for
the newly provisioned service may be sent to the event cor-
relation service (operation 1230). The handle allows the event
correlation service to monitor workload processing on the
newly provisioned service. The handle may provide informa-
tion, such as the service identity associated with the newly
provisioned service, so that the event correlation service can
include that service as it aggregates monitored data and cor-
relates events across the hybrid cloud. The workload manager
may send the handle to the event correlation service as part of,
or along with, a service fulfillment response indicating that
the service request from the event correlation service has been
processed and fulfilled.

Monitoring of the new service instance may be started and
added to monitoring of the hybrid cloud by enabling a pro-
vider side monitoring gateway to receive monitored data from
the new service instance (operation 1232). Establishing
monitoring of a new service instance on the provider side of
a hybrid cloud is described in more detail above with refer-
ence to FIG. 10. Monitored data from existing service
instances and from the newly provisioned service instances
may then be processed and events correlated across all service
instances processing the consumer’s workload (operation
1234) with the process terminating thereafter. Operation
1234 may include monitoring data and correlating events
across service instances on both the consumer side and the
provider side of a hybrid cloud.

Returning to operation 1212, in response to determining
that a workload overflow threshold has not been exceeded, the
process may continue determining whether a workload over-
flow threshold has been exceeded until a determination is
made.

Returning to operation 1218, if a determination has been
made not to process the workload overflow with provider
services, the process may return to operation 1211 to continue
monitoring the workload and correlating the detected events.

Turning now to FIGS. 13A-13B, flowcharts of a process for
workload underflow management are depicted in accordance
with an illustrative embodiment. The process of FIGS. 13A-
13B may be implemented, for example, in data processing
environment 400 using hybrid cloud integrator 430 in F1G. 4
and event correlation service 900 in FIG. 9. The process in
FIGS. 13A-13B is an example of workload underflow man-
agement, in accordance with an illustrative embodiment, in
which a consumer workload may be processed in part on a
consumer side of a hybrid cloud and in part on a provider side
of the hybrid cloud.

Managing workload underflow, in accordance with an
illustrative embodiment, may begin with setting up a hybrid
cloud integrator with cloud service broker and monitoring
plug-ins, as described above (operation 1300). The cloud
service broker plug-in may be configured and set up for
integrating with provider services on the provider side of a
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hybrid cloud (operation 1302). The monitoring plug-in may
be set up and configured to establish hybrid cloud monitoring
across data processing services on the provider side and on a
consumer side of the hybrid cloud (operation 1304). Opera-
tion 1304 may be implemented, for example, using the pro-
cess illustrated in FI1G. 10.

An event correlation service may be set up and configured
(operation 1306). The event correlation service aggregates
and correlates monitored data from the consumer data pro-
cessing resources and services and the provider data process-
ing resources and services that are processing the consumer
workload. The event correlation service may be set-up and
configured for aggregating and correlating events that are
specific to the workloads being processed. For example,
operation 1306 may include instantiating one or more
instances of a number of event correlation software plug-ins
in the event correlation service. Instantiation of the various
event correlation software instances may be accomplished via
an application programming interface provided by an event
correlation service software framework.

One or more workload underflow thresholds may be
defined (operation 1308). The workload underflow thresholds
may be defined based on a number of policies for operating a
hybrid cloud to process the consumer workload. The work-
load underflow thresholds may be defined by workload spe-
cific parameters for a number of the event correlation soft-
ware instances instantiated in operation 1306. For example,
operation 1308 may include defining workload specific
parameters for the number of event correlation software
instances via the application programming interface provided
by the event correlation service software framework.

A workload manager may then be set up and configured
and processing of the workload may be started (operation
1310). The workload manager may initialize workload pro-
cessing by provisioning and configuring sufficient resources
and services on the consumer side of a hybrid cloud to meet
the consumer’s workload demand. In accordance with an
illustrative embodiment, the workload manager also may use
the services and resources on the provider side of the hybrid
cloud for workload processing. The distribution of the con-
sumer’s workload between the consumer side and the pro-
vider side of a hybrid cloud may be defined by a number of
policies. The workload manager keeps track of the various
portions of the consumer workload that are being processed
on the consumer’s data processing resources and on provider
data processing resources. Operation 1310 may include mak-
ing the workload manager aware that the event correlation
service is correlating and aggregating monitored events from
across the hybrid cloud as the workload is being processed.

Monitoring of the workload and correlation of detected
events is started (operation 1311). As a workload is processed
on the consumer’s data processing resources, and perhaps
also on provider data processing resources, the event corre-
lation service may continuously aggregate and correlate
detected events across multiple monitored resources. For
example, such event correlation and aggregation may be pro-
vided by the number of event correlation software instances
in the event correlation service.

Based on event aggregation and correlation by the event
correlation service, it may be determined that a workload
underflow threshold has been reached (operation 1312). For
example, operation 1312 may be performed by an event cor-
relation software instance in the event correlation service
using a workload underflow threshold defined by workload
specific parameters. In response to the determination that a
workload underflow threshold has been reached, a service
request may be sent to the workload manager (operation
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1314). The service request may provide information on the
underflow situation, including an indication of the degree of
severity of the situation or an expected trend. This informa-
tion may be provided by the event correlation service based
on an evaluation of detected events. For example, the service
request may be generated by the event correlation service
software instance detecting the underflow condition. The
workload manager may receive the service request and send
an acknowledgment (operation 1316). For example, upon
receiving the service request, the workload manager may
send a response to the event correlation service to indicate
that the service request has been received.

The workload manager may then process the service
request, apply policies, and determine the appropriate action
to take in response to the underflow condition based on the
applied policies (operation 1317). Information technology
administrators, business decision makers, and others respon-
sible for managing the workload and business processes may
set and change specific policies from time to time to best
satisfy the needs of the business or other consumer of data
processing resources. Based on the policies applied to the
determined underflow condition, the workload manager may
determine that the appropriate response to the underflow con-
dition is to release provider services on the provider side of a
hybrid cloud (operation 1318). Releasing of resources may be
possible because the determination of an underflow condition
indicates that at least some resources in the hybrid cloud may
not be fully utilized. Releasing unneeded provider resources
may eliminate ongoing costs associated with provider data
processing services. In response to a determination that the
appropriate response to the underflow condition is to release
provider services, the workload manager may move process-
ing of a portion of the workload from the provider resources
to be released and start processing more of the workload on
other resources (operation 1319). For example, operation
1319 may include moving processing of a portion of the
consumer workload from the provider resources to be
released to currently underutilized data processing resources
on the consumer side of the hybrid cloud.

The workload manager may invoke the cloud service bro-
ker plug-in in the hybrid cloud integrator for releasing a
number of services on the provider resources (operation
1320). Operation 1320 may be performed using the cloud
service broker application programming interface. The cloud
service broker plug-in may then release the unused services
on the provider resources resulting from the workload under-
flow condition (operation 1322). Operation 1322 may include
the cloud service broker invoking the provider’s service pro-
visioning specific application programming interface to
release the desired service on the provider side of the hybrid
cloud on behalf of the workload manager.

When a provider side service is released, the handle to the
released service on the provider data processing resources
may be removed from the workload manager (operation
1324). For example, the cloud service broker may send a
notification to the workload manager indicating the release of
the specific service on the provider side of the hybrid cloud. In
turn, the workload manager may send a service fulfillment
response to the event correlation service indicating comple-
tion of the transaction that was initiated by the event correla-
tion service with the notification of the underflow condition.
Removing the handle from the workload manager prevents
the workload manager from attempting to use the released
service for processing of the consumer workload.

The workload manager may inform the event correlation
service of the new topology for processing the workload. For
example, a handle for the newly released service also may be
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removed from the event correlation service (operation 1326).
Removing the handle from the event correlation service pre-
vents the event correlation service from attempting to detect
events in the released service. Detecting events in a released
service instance may be disabled by disabling the receiving of
monitored data from the released service instance by a pro-
vider side monitoring gateway (operation 1328). Stopping
monitoring of a service instance on the provider side of a
hybrid cloud is described in more detail above with reference
to FIG. 10. Monitored data from remaining service instances
across the hybrid cloud may continue to be processed and
events correlated across all service instances processing the
consumer’s workload (operation 1330) with the process ter-
minating thereafter. Operation 1330 may include monitoring
data and correlating events across service instances on both
the consumer side and the provider side of a hybrid cloud.

Hybrid cloud integration in accordance with an illustrative
embodiment provides a well defined method and apparatus
for integrating on-premise infrastructure, platform, applica-
tions, and data with off-premise cloud based infrastructure,
platform, services, and data. A hybrid cloud integrator in
accordance with an illustrative embodiment provides a struc-
tured framework of interfaces for hybrid cloud service con-
figuration and deployment of service plug-ins. Using these
interfaces and application programming interfaces, hybrid
cloud service plug-ins may be defined, configured, and
deployed to create integrated hybrid cloud services.

Hybrid cloud integration in accordance with an illustrative
embodiment may be used to provide integration capabilities
across a hybrid cloud comprising any combination of data
processing resources. In one example, described in detail
herein, a hybrid cloud integrator in accordance with an illus-
trative embodiment may be used to provide integration across
a hybrid cloud comprising a consumer’s private cloud and a
provider’s pubic cloud. However, hybrid cloud integration in
accordance with an illustrative embodiment may be used to
provide integration capabilities for various other types of
hybrid clouds. For example, a hybrid cloud integrator in
accordance with an illustrative embodiment may be used to
provide integration across a hybrid cloud comprising mul-
tiple private clouds. As another example, a hybrid cloud inte-
grator in accordance with an illustrative embodiment may be
used to provide integration across a hybrid cloud comprising
multiple public clouds.

Each line of business within a single enterprise may have
its own data processing resources implemented as a private
cloud. Each such private cloud may have its own point-of-
delivery and point-of-control. Multiple private clouds of this
type may be integrated into a single hybrid cloud and made
available to a consumer of data processing resources within
the enterprise. A hybrid cloud integrator in accordance with
an illustrative embodiment may be used to provide integra-
tion across such a hybrid cloud. A hybrid cloud formed by
integrating private cloud services across multiple private
clouds using a hybrid cloud integrator in accordance with an
illustrative embodiment allows a consumer of resources of
one private cloud to consume, from the consumer’s point-of-
delivery, resources and services made available on another
private cloud. The hybrid cloud integrator may be configured
to allow administrators of each private cloud to manage their
clouds from their respective points-of-control. Hybrid cloud
integrator plug-in services in accordance with an illustrative
embodiment may be configured to allow the consumer of data
processing resources to enforce the same security, monitor-
ing, and governance requirements on the consumer’s data
processing operations performed across the hybrid cloud,
wherever the consumer’s workload is being processed. Thus,
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using a hybrid cloud integrator in accordance with an illus-
trative embodiment, workload management may be achieved
in a hybrid cloud formed across multiple private clouds.

As another example, hybrid cloud integration in accor-
dance with an illustrative embodiment may be used to inte-
grate across a hybrid cloud between two or more public
clouds. In this case, use of a hybrid cloud integrator in accor-
dance with an illustrative embodiment allows a consumer of
data processing resources of one public cloud to perform and
control consumer data processing operations by coordinating
and consuming resources and services from multiple public
clouds using a single point-of-delivery and point-of-control.
Plug-in components in the hybrid cloud integrator may be
configured to allow the consumer to enforce the same secu-
rity, monitoring, and governance requirements on the con-
sumer’s data processing operations performed across the
hybrid cloud, wherever the consumer’s workload is being
processed. Thus, using a hybrid cloud integrator in accor-
dance with an illustrative embodiment, workload manage-
ment may be achieved in a hybrid cloud formed across mul-
tiple public clouds.

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
or more computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
following: an electrical connection having one or more wires,
a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that is not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or in connection with an instruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
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but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described with refer-
ence to flowchart illustrations and/or block diagrams of meth-
ods, apparatus (systems) and computer program products
according to embodiments of the invention. It will be under-
stood that each block of the flowchart illustrations and/or
block diagrams, and combinations of blocks in the flowchart
illustrations and/or block diagrams, can be implemented by
computer program instructions. These computer program
instructions may be provided to a processor of a general
purpose computer, special purpose computer, or other pro-
grammable data processing apparatus to produce a machine,
such that the instructions, which execute via the processor of
the computer or other programmable data processing appa-
ratus, create means for implementing the functions/acts
specified in the flowchart and/or block diagram block or
blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods and computer program
products according to various embodiments of the present
invention. In this regard, each block in the flowchart or block
diagrams may represent a module, segment, or portion of
code, which comprises one or more executable instructions
for implementing the specified logical function(s). It should
also be noted that, in some alternative implementations, the
functions noted in the block may occur out of the order noted
in the figures. For example, two blocks shown in succession
may, in fact, be executed substantially concurrently, or the
blocks may sometimes be executed in the reverse order,
depending upon the functionality involved. It will also be
noted that each block of the block diagrams and/or flowchart
illustration, and combinations of blocks in the block diagrams
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and/or flowchart illustration, can be implemented by special
purpose hardware-based systems that perform the specified
functions or acts, or combinations of special purpose hard-
ware and computer instructions.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or to limit the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the inven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.

What is claimed is:

1. A method for correlating events in data processing
resources processing a workload, comprising:

starting, by one or more processors, a provider side moni-

toring gateway on a provider side data processing sys-
tem in a first cloud, wherein the provider side monitoring
gateway is located on a provider side of a firewall that
separates the provider side from a consumer side of a
hybrid cloud, and wherein the provider side monitoring
gateway collects provider side monitored data from a
provider processing monitoring agent associated with
provider data processing resources;

starting, by the one or more processors, a consumer side

monitoring gateway on a consumer side data processing
system in a second cloud, wherein the consumer side
monitoring gateway is located on the consumer side of
the firewall that separates the provider side from the
consumer side of the hybrid cloud, and wherein the
consumer side monitoring gateway provides the pro-
vider side monitored data from the provider side moni-
toring gateway to a consumer side monitoring infra-
structure within the consumer side data processing
system, and wherein the consumer side monitoring gate-
way collects consumer side monitored data from a con-
sumer processing monitoring agent associated with con-
sumer data processing resources;

establishing, by the one or more processors, a secure con-

nection through the firewall between the provider side
monitoring gateway associated with the provider data
processing resources and the consumer side monitoring
gateway associated with the consumer data processing
resources, wherein the secure connection through the
firewall enables the consumer side monitoring gateway
to pull the provider side monitored data corresponding
to the provider processing resources from the provider
side monitoring gateway and prevents the provider side
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monitoring gateway to push data through the firewall
into the consumer side monitoring gateway to maintain
security of the consumer data processing resources;

pulling, by the one or more processors, the provider side
monitored data from the provider side monitoring gate-
way into the consumer side monitoring gateway using
the secure connection;

pushing, by the one or more processors, the provider side
monitored data pulled into the consumer side monitor-
ing gateway and the consumer side monitored data to the
consumer side monitoring infrastructure;

detecting, by the one or more processors, an occurrence of
an event that defines a pattern over a specified time
period in the provider side monitored data associated
with the provider side processing resources in the first
cloud and the consumer side monitored data associated
with the consumer side processing resources in the sec-
ond cloud using the consumer side monitoring infra-
structure of the consumer side processing resources;

sending, by the one or more processors, the event as input
to an event correlation and aggregation function that
aggregates and correlates received events over periods
of time;

determining, by the one or more processors, that a series of
received events has occurred indicating the consumer
side processing resources and the provider side process-
ing resources are in an overload or underutilization con-
dition using the event correlation and aggregation func-
tion;

responsive to the one or more processors determining that
the series of received events has occurred, generating, by
the one or more processors, an event based service
request to modify a resource configuration of the hybrid
cloud using a service desk ticketing function;

sending, by the one or more processors, the event based
service request to a workload manager that accesses the
consumer side processing resources and the provider
side processing resources to modify the resource con-
figuration of the hybrid cloud to respond to the overload
or underutilization condition; and

generating, by the one or more processors, a service ful-
fillment response to the event based service request
using the workload manager and sending the service
fulfillment response to the service desk ticketing func-
tion.

2. The method of claim 1 further comprising:

configuring, by the one or more processors, the consumer
side monitoring infrastructure to collect the monitored
data for the workload;

collecting, by the one or more processors, the monitored
data for the workload by the consumer side monitoring
infrastructure as the workload is being processed; and

providing, by the one or more processors, the monitored
data from the consumer side monitoring infrastructure to
the event correlation and aggregation function as the
workload is being processed.

3. The method of claim 1, wherein configuring the event

correlation and aggregation function comprises:

creating, by the one or more processors, an event correla-
tion software instance from an event correlation soft-
ware plug-in, wherein the event correlation software
plug-in is a software plug-in to an event correlation
service software framework, and wherein the event cor-
relation software instance inherits from the event corre-
lation software plug-in first correlation parameters used
for correlating the events in processing the workload;
and



US 9,128,773 B2

53

receiving, by the one or more processors, second correla-
tion parameters for the event correlation software
instance, wherein the second correlation parameters
comprise workload specific parameters used for corre-
lating the events in processing the workload;

and wherein processing the monitored data comprises:
using, by the one or more processors, the event correla-

tion software instance to identify the occurrence of
the event that defines the pattern over the specified
time period from the monitored data using the first
correlation parameters and the second correlation
parameters.

4. The method of claim 3, wherein configuring the event

correlation and aggregation function further comprises:
receiving, by the one or more processors, a request to
correlate the events in processing the workload;
responsive to receiving the request, determining, by the
one or more processors, whether the event correlation
software plug-in is registered with the event correlation
service software framework; and

responsive to a determination that the event correlation
software plug-in is not registered with the event corre-
lation service software framework, using, by the one or
more processors, an application programming interface
of the event correlation service software framework to
load and register the event correlation software plug-in.

5. The method of claim 4, wherein the one or more proces-

sors receive the request from the workload manager and fur-
ther comprising:

sending, by the one or more processors, an output to the
workload manager.

6. The method of claim 1, wherein processing the moni-

tored data comprises:

correlating, by the one or more processors, the monitored
data from a plurality of data processing resources pro-
cessing the workload to provide correlated data;

determining, by the one or more processors, whether the
correlated data exceeds a threshold; and

identifying, by the one or more processors, the occurrence
of the event that defines the pattern over the specified
time period in response to a determination that the cor-
related data exceeds the threshold.

7. The method of claim 1, wherein processing the moni-

tored data comprises:

correlating, by the one or more processors, the monitored
data from a number of a plurality of data processing
resources processing the workload to provide correlated
data;

determining, by the one or more processors, whether the
number of the plurality of data processing resources
meets or exceeds a quorum number, wherein the quorum
number is less than a total number of the plurality of data
processing resources processing the workload; and

processing, by the one or more processors, the correlated
data to identify the occurrence of the event that defines
the pattern over the specified time period in response to
a determination that the number of the plurality of data
processing resources meets or exceeds the quorum num-
ber.

8. The method of claim 1, wherein the hybrid cloud is

selected from a group of hybrid clouds consisting of:

a first hybrid cloud wherein the provider side processing
resources are provided as a service on a public cloud and
the consumer side processing resources are provided on
a private cloud;

asecond hybrid cloud wherein the provider side processing
resources are provided as a service on the private cloud

15

20

25

35

40

45

55

65

54

and the consumer side processing resources are pro-
vided on another private cloud; and

a third hybrid cloud wherein the provider side processing

resources are provided as the service on a public cloud
and the consumer side processing resources are pro-
vided on another public cloud.
9. A computer program product for correlating events in
data processing resources processing a workload, the com-
puter program product comprising a non-transitory computer
readable storage medium having program instructions
embodied therewith, the program instructions executable by
one or more processors to cause the one or more processors
to:
start, by the one or more processors, a provider side moni-
toring gateway on a provider side data processing sys-
tem in a first cloud, wherein the provider side monitoring
gateway is located on a provider side of a firewall that
separates the provider side from a consumer side of a
hybrid cloud, and wherein the provider side monitoring
gateway collects provider side monitored data from a
provider processing monitoring agent associated with
provider data processing resources;
start, by the one or more processors, a consumer side moni-
toring gateway on a consumer side data processing sys-
tem in a second cloud, wherein the consumer side moni-
toring gateway is located on the consumer side of the
firewall that separates the provider side from the con-
sumer side of the hybrid cloud, and wherein the con-
sumer side monitoring gateway provides the provider
side monitored data from the provider side monitoring
gateway to a consumer side monitoring infrastructure
within the consumer side data processing system, and
wherein the consumer side monitoring gateway collects
consumer side monitored data from a consumer process-
ing monitoring agent associated with consumer data
processing resources;
establish, by the one or more processors, a secure connec-
tion through the firewall between the provider side
monitoring gateway associated with the provider data
processing resources and the consumer side monitoring
gateway associated with the consumer data processing
resources, wherein the secure connection through the
firewall enables the consumer side monitoring gateway
to pull the provider side monitored data corresponding
to the provider processing resources from the provider
side monitoring gateway and prevents the provider side
monitoring gateway to push data through the firewall
into the consumer side monitoring gateway to maintain
security of the consumer data processing resources;

pull, by the one or more processors, the provider side
monitored data from the provider side monitoring gate-
way into the consumer side monitoring gateway using
the secure connection;

push, by the one or more processors, the provider side

monitored data pulled into the consumer side monitor-
ing gateway and the consumer side monitored data to the
consumer side monitoring infrastructure;

detect, by the one or more processors, an occurrence of an

event that defines a pattern over a specified time period
in provider side monitored data associated with provider
side processing resources in a first cloud and consumer
side monitored data associated with consumer side pro-
cessing resources in a second cloud using a consumer
side monitoring infrastructure of the consumer side pro-
cessing resources, wherein the first cloud and the second
cloud comprise a hybrid cloud;
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send, by the one or more processors, the event as input to an
event correlation and aggregation function that aggre-
gates and correlates received events over periods of
time;

determine, by the one or more processors, that a series of

received events has occurred indicating the consumer
side processing resources and the provider side process-
ing resources are in an overload or underutilization con-
dition using the event correlation and aggregation func-
tion;

generate, by the one or more processors, an event based

service request to modify a resource configuration of the
hybrid cloud using a service desk ticketing function in
response to determining that the series of received events
has occurred;

send, by the one or more processors, the event based ser-

vice request to a workload manager that accesses the
consumer side processing resources and the provider
side processing resources to modify the resource con-
figuration of the hybrid cloud to respond to the overload
or underutilization condition; and

generate, by the one or more processors, a service fulfill-

ment response to the event based service request using
the workload manager and send the service fulfillment
response to the service desk ticketing function.
10. The computer program product of claim 9, wherein the
one or more processors further execute the program instruc-
tions to configure the event correlation and aggregation func-
tion comprising:
create, by the one or more processors, an event correlation
software instance from an event correlation software
plug-in, wherein the event correlation software plug-in
is a software plug-in to an event correlation service
software framework, and wherein the event correlation
software instance inherits from the event correlation
software plug-in first correlation parameters used for
correlating the events in processing the workload; and

receive, by the one or more processors, second correlation
parameters for the event correlation software instance,
wherein the second correlation parameters comprise
workload specific parameters used for correlating the
events in processing the workload;

and wherein the one or more processors further execute the

program instructions to process the monitored data com-
prising:

use, by the one or more processors, the event correlation

software instance to identify the occurrence of the event
that defines the pattern over the specified time period
from the monitored data using the first correlation
parameters and the second correlation parameters.

11. The computer program product of claim 10, further
comprising:

receive, by the one or more processors, a request to corre-

late events in processing the workload;

determine, by the one or more processors, whether the

event correlation software plug-in is registered with the
event correlation service software framework in
response to receiving the request; and

load and register, by the one or more processors, the event

correlation software plug-in with the event correlation
service software framework in response to a determina-
tion that the event correlation software plug-in is not
registered with the event correlation service software
framework.

12. The computer program product of claim 11, further
comprising:
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receive, by the one or more processors, the request from the
workload manager; and

send, by the one or more processors, an output to the
workload manager.

13. The computer program product of claim 9, further

comprising:

correlate, by the one or more processors, the monitored
data from a plurality of data processing resources pro-
cessing the workload to provide correlated data;

determine, by the one or more processors, whether the
correlated data exceeds a threshold; and

identify, by the one or more processors, the occurrence of
the event that defines the pattern over the specified time
period in response to a determination that the correlated
data exceeds the threshold.

14. The computer program product of claim 9, further

comprising:

correlate, by the one or more processors, the monitored
data from a number of a plurality of data processing
resources processing the workload to provide correlated
data;

determine, by the one or more processors, whether a num-
ber of plurality of data processing resources meets or
exceeds a quorum number, wherein the quorum number
is less than a total number of the plurality of data pro-
cessing resources processing the workload; and

process, by the one or more processors, the correlated data
to identify the occurrence of the event that defines the
pattern over the specified time period in response to a
determination that the number of the plurality of data
processing resources meets or exceeds the quorum num-
ber.

15. The computer program product of claim 9, wherein the
hybrid cloud is selected from a group of hybrid clouds con-
sisting of:

a first hybrid cloud wherein the provider side processing
resources are provided as a service on a public cloud and
the consumer side processing resources are provided on
a private cloud;

a second hybrid cloud wherein the provider side processing
resources are provided as a service on the private cloud
and the consumer side processing resources are pro-
vided on another private cloud; and

a third hybrid cloud wherein the provider side processing
resources are provided as the service on a public cloud
and the consumer side processing resources are pro-
vided on another public cloud.

16. A data processing system for correlating events in data
processing resources processing a workload, the data pro-
cessing system comprising:

a bus system;

a storage device connected to the bus system, wherein the

storage device stores program instructions; and

one or more processors connected to the bus system,
wherein the one or more processors execute the program
instructions to:

start a provider side monitoring gateway on a provider side
data processing system in a first cloud, wherein the
provider side monitoring gateway is located on a pro-
vider side of a firewall that separates the provider side
from a consumer side of a hybrid cloud, and wherein the
provider side monitoring gateway collects provider side
monitored data from a provider processing monitoring
agent associated with provider data processing
resources;

start a consumer side monitoring gateway on a consumer
side data processing system in a second cloud, wherein
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the consumer side monitoring gateway is located on the
consumer side of the firewall that separates the provider
side from the consumer side of the hybrid cloud, and
wherein the consumer side monitoring gateway pro-
vides the provider side monitored data from the provider
side monitoring gateway to a consumer side monitoring
infrastructure within the consumer side data processing
system, and wherein the consumer side monitoring gate-
way collects consumer side monitored data from a con-
sumer processing monitoring agent associated with con-
sumer data processing resources;

establish a secure connection through the firewall between

the provider side monitoring gateway associated with
the provider data processing resources and the consumer
side monitoring gateway associated with the consumer
data processing resources, wherein the secure connec-
tion through the firewall enables the consumer side
monitoring gateway to pull the provider side monitored
data corresponding to the provider processing resources
from the provider side monitoring gateway and prevents
the provider side monitoring gateway to push data
through the firewall into the consumer side monitoring
gateway to maintain security of the consumer data pro-
cessing resources;

pull the provider side monitored data from the provider

side monitoring gateway into the consumer side moni-
toring gateway using the secure connection;

push the provider side monitored data pulled into the con-

sumer side monitoring gateway and the consumer side
monitored data to the consumer side monitoring infra-
structure;

detect an occurrence of an event that defines a pattern over

a specified time period in provider side monitored data
associated with provider side processing resources in a
first cloud and consumer side monitored data associated
with consumer side processing resources in a second
cloud using a consumer side monitoring infrastructure
of the consumer side processing resources, wherein the
first cloud and the second cloud comprise a hybrid
cloud;

send the event as input to an event correlation and aggre-

gation function that aggregates and correlates received
events over periods of time;

determine that a series of received events has occurred

indicating the consumer side processing resources and
the provider side processing resources are in an overload
or underutilization condition using the event correlation
and aggregation function;

generate an event based service request to modify a

resource configuration of the hybrid cloud using a ser-
vice desk ticketing function in response to determining
that the series of received events has occurred;
send the event based service request to a workload manager
that accesses the consumer side processing resources
and the provider side processing resources to modify the
resource configuration of the hybrid cloud to respond to
the overload or underutilization condition; and

generate a service fulfillment response to the event based
service request using the workload manager and send
the service fulfillment response to the service desk tick-
eting function.

17. The data processing system of claim 16, wherein the
one or more processors further execute the program instruc-
tions to:

receive a request to correlate the events in processing the

workload;

10

15

20

30

35

40

45

50

55

60

65

58

determine whether an event correlation software plug-in is
registered with an event correlation service software
framework in response to receiving the request; and

use an application programming interface of the event cor-
relation service software framework to load and register
the event correlation software plug-in in response to a
determination that the event correlation software plug-in
is not registered with the event correlation service soft-
ware framework.

18. The data processing system of claim 17, wherein the
one or more processors further execute the program instruc-
tions to:

receive the request from the workload manager; and

send an output to the workload manager.

19. The data processing system of claim 16, wherein the
one or more processors further execute the program instruc-
tions to:

correlate the monitored data from a plurality of data pro-
cessing resources processing the workload to provide
correlated data;

determine whether the correlated data exceeds a threshold;
and

identify the occurrence of the event that defines the pattern
over the specified time period in response to a determi-
nation that the correlated data exceeds the threshold.

20. The data processing system of claim 16, wherein the
one or more processors further execute the program instruc-
tions to:

correlate the monitored data from a number of a plurality of
data processing resources processing the workload to
provide correlated data;

determine whether the number of the plurality of data
processing resources meets or exceeds a quorum num-
ber, wherein the quorum number is less than a total
number of the plurality of data processing resources
processing the workload; and

process the correlated data to identify the occurrence of the
event that defines the pattern over the specified time
period in response to a determination that the number of
the plurality of data processing resources meets or
exceeds the quorum number.

21. The data processing system of claim 16, wherein the
hybrid cloud is selected from a group of hybrid clouds con-
sisting of:

a first hybrid cloud wherein the provider side processing
resources are provided as a service on a public cloud and
the consumer side processing resources are provided on
a private cloud;

a second hybrid cloud wherein the provider side processing
resources are provided as a service on the private cloud
and the consumer side processing resources are pro-
vided on another private cloud; and

a third hybrid cloud wherein the provider side processing
resources are provided as the service on a public cloud
and the consumer side processing resources are pro-
vided on another public cloud.

22. A method for correlating events in data processing

resources processing a workload, comprising:

starting, by one or more processors, a provider side moni-
toring gateway on a provider side data processing sys-
tem in a first cloud, wherein the provider side monitoring
gateway is located on a provider side of a firewall that
separates the provider side from a consumer side of a
hybrid cloud, and wherein the provider side monitoring
gateway collects provider side monitored data from a
provider processing monitoring agent associated with
provider data processing resources;
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starting, by the one or more processors, a consumer side
monitoring gateway on a consumer side data processing
system in a second cloud, wherein the consumer side
monitoring gateway is located on the consumer side of
the firewall that separates the provider side from the
consumer side of the hybrid cloud, and wherein the
consumer side monitoring gateway provides the pro-
vider side monitored data from the provider side moni-
toring gateway to a consumer side monitoring infra-
structure within the consumer side data processing
system, and wherein the consumer side monitoring gate-
way collects consumer side monitored data from a con-
sumer processing monitoring agent associated with con-
sumer data processing resources;

establishing, by the one or more processors, a secure con-
nection through the firewall between the provider side
monitoring gateway associated with the provider data
processing resources and the consumer side monitoring
gateway associated with the consumer data processing
resources, wherein the secure connection through the
firewall enables the consumer side monitoring gateway
to pull the provider side monitored data corresponding
to the provider processing resources from the provider
side monitoring gateway and prevents the provider side
monitoring gateway to push data through the firewall
into the consumer side monitoring gateway to maintain
security of the consumer data processing resources;

pulling, by the one or more processors, the provider side
monitored data from the provider side monitoring gate-
way into the consumer side monitoring gateway using
the secure connection;

pushing, by the one or more processors, the provider side
monitored data pulled into the consumer side monitor-
ing gateway and the consumer side monitored data to the
consumer side monitoring infrastructure;

receiving, by the one or more processors, a request from a
workload manager to correlate the events in processing
the workload;

responsive to the one or more processors receiving the
request, determining, by the one or more processors,
whether an event correlation software plug-in is regis-
tered with an event correlation service software frame-
work;

responsive to the one or more processors determining that
the event correlation software plug-in is not registered
with the event correlation service software framework,
using, by the one or more processors, an application
programming interface of the event correlation service
software framework to load and register the event cor-
relation software plug-in;

correlating, by the one or more processors, monitored data
from a number of a plurality of data processing
resources processing the workload to provide correlated
data;
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determining, by the one or more processors, whether the
number of the plurality of data processing resources
meets or exceeds a quorum number, wherein the quorum
number is less than a total number of the plurality of data
processing resources processing the workload;

responsive to the one or more processors determining that
the number of the plurality of data processing resources
meets or exceeds the quorum number, processing, by the
one or more processors, the correlated data to identify an
occurrence of an event that defines a pattern over a
specified period of time;

determining, by the one or more processors, whether the
correlated data exceeds a threshold;

responsive to the one or more processors determining that
the correlated data exceeds the threshold, identifying, by
the one or more processors, the occurrence of the event
that defines the pattern over the specified period of time;

detecting, by the one or more processors, the occurrence of
the event that defines the pattern over the specified time
period in the provider side monitored data associated
with the provider side processing resources in the first
cloud and the consumer side monitored data associated
with the consumer side processing resources in the sec-
ond cloud using the consumer side monitoring infra-
structure of the consumer side processing resources;

sending, by the one or more processors, the event as input
to an event correlation and aggregation function that
aggregates and correlates received events over periods
of time;

determining, by the one or more processors, that a series of
received events has occurred indicating the consumer
side processing resources and the provider side process-
ing resources are in an overload or underutilization con-
dition using the event correlation and aggregation func-
tion;

responsive to the one or more processors determining that
the series of received events has occurred, generating, by
the one or more processors, an event based service
request to modify a resource configuration of the hybrid
cloud using a service desk ticketing function;

sending, by the one or more processors, the event based
service request to the workload manager that accesses
the consumer side processing resources and the provider
side processing resources to modify the resource con-
figuration of the hybrid cloud to respond to the overload
or underutilization condition; and

generating, by the one or more processors, a service ful-
fillment response to the event based service request
using the workload manager and sending the service
fulfillment response to the service desk ticketing func-
tion.

23. The method of claim 22, wherein the request comprises

correlation parameters.
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